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second-order conditions for non-uniformly
convex integrands: quadratic growth in 𝐿1
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Abstract We study no-gap second-order optimality conditions for a non-uniformly convex and
non-smooth integral functional. The integral functional is extended to the space of measures.
The obtained second-order derivatives contain integrals on lower-dimensional manifolds. The
proofs utilize the convex pre-conjugate, which is an integral functional on the space of continuous
functions. Applications to non-smooth optimal control problems are given.
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1 introduction

We consider optimization problems of the form

(1.1) Minimize 𝐹 (𝑢) +𝐺 (𝑢) w.r.t. 𝑢 ∈ 𝐿1(𝜆),

where 𝐹 : dom(𝐺) → ℝ is assumed to be smooth and𝐺 (𝑢) =
∫
Ω
𝑔(𝑢) d𝜆 for some convex but possibly

non-smooth 𝑔 : ℝ→ ℝ̄ := ℝ ∪ {∞}. Here, Ω ⊂ ℝ𝑑 is assumed to be non-empty, open, and bounded
and 𝜆 is the Lebesgue measure.

We are interested in deriving no-gap optimality conditions of second order in cases where 𝑔 is not
uniformly convex. Here, the meaning of no-gap second-order optimality conditions is: the dierence
between necessary and sucient conditions is as small as in the nite-dimensional case, i.e., positive
semi-deniteness vs. positive deniteness of second derivatives.
In this article, we follow the approach by [10] and interpret the problem in the space of measures
M(Ω) = 𝐶0(Ω)★. Under certain assumptions on the problem data and on the possible minimizer
𝑢 ∈ 𝐿1(𝜆), we obtain that the second-order condition

𝐹 ′′(𝑢)𝜇2 +𝐺 ′′(𝑢,−𝐹 ′(𝑢); 𝜇) ≥ 0 ∀𝜇 ∈ M(Ω)

is necessary for local optimality, while the second-order condition

𝐹 ′′(𝑢)𝜇2 +𝐺 ′′(𝑢,−𝐹 ′(𝑢); 𝜇) > 0 ∀𝜇 ∈ M(Ω) \ {0}
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is sucient for local optimality (the latter with quadratic growth with respect to the 𝐿1(𝜆)-norm).
Here, 𝐹 ′′(𝑢) is a weak-★ continuous and quadratic form which allows for a second-order Taylor-like
expansion of 𝐹 while 𝐺 ′′(𝑢,−𝐹 ′(𝑢); ·) is the so-called second subderivative of 𝐺 . The focus of this
article is two-fold: (1) prove these second-order conditions and (2) derive formulas for𝐺 ′′(𝑢,−𝐹 ′(𝑢); ·).

Let us put our work in perspective. We restrict the discussion to contributions to second-order
conditions for optimal control problems in which the control lives in a 𝑑-dimensional set with 𝑑 ≥ 2,
since the one-dimensional case is signicantly simpler.

First of all, the classical, smooth theory, see, e.g., [3, 4], is not applicable. On the one hand,𝐺 might
fail to be twice dierentiable. On the other hand, even if𝐺 is twice dierentiable, the second derivative
𝐺 ′′(𝑢) fails to be a Legendre form since 𝐺 is not assumed to be uniformly convex. However, such an
assumption is crucial, see, e.g., [3, Eq. (2.5)].

The rst results for sucient second-order conditions for problemswith bang-bang solution structure
can be found in [2]. Therein, the author proves quadratic growth w.r.t. the dierence of the states by
assuming some coercivity on an extended critical cone. No necessary conditions of second order are
given.

In [6], the authors use a structural assumption on the growth of the adjoint state 𝜑 and this allows
to formulate a second-order sucient condition on measures living on the set {𝜑 = 0}. This implies
quadratic growth in 𝐿1(𝜆). Again, no second-order necessary conditions are given.

The rst second-order necessary conditions for problems with bang-bang structure are given in
[10]. Again, the structural assumption was used and the problem was analyzed in spaces of measures.
The main observation of this paper is that (the boundary of) the set𝑈ad = {𝑢 ∈ 𝐿∞(𝜆) | −1 ≤ 𝑢 ≤ 1}
possesses “curvature” in the spaceM(Ω), although this set is polyhedric in all Lebesgue spaces 𝐿𝑝 (𝜆),
which, in some sense, means that it does not possess curvature. By employing a curvature term in the
second-order conditions, no-gap conditions were given which are equivalent to a quadratic growth
condition in 𝐿1(𝜆).

A main application for second-order conditions is the derivation of discretization error estimates. In
the bang-bang context, this was rst studied in [7].

Second-order derivatives for non-smooth, convex integral functionals were studied by [15] (𝐿𝑝 with
1 < 𝑝 < ∞) and [16] (including 𝐿1). By extending the integral functional to the space of measures (and
by using weak-★ convergence and not strong convergence as in [16]), we obtain second-derivatives
that are smaller than those given in these works. Hence, second-order conditions based on our result
are stronger than those based on earlier results. A characteristic feature of our results is the appearance
of integrals on (𝑑 − 1)-dimensional manifolds in the expression of 𝐺 ′′. This was rst observed in [9],
see their second-order expansion of the 𝐿1-norm on 𝐻 1

0(Ω) in [9, Corollary 4.10]. The interpretation of
these additional lower-dimensional integrals as curvature in measure space is due to [10], where 𝑔 was
chosen to be the indicator function of the interval [−1, 1].

A characteristic motive in our work is the use of the pre-conjugate 𝐽 : 𝐶0(Ω) → ℝ̄ of𝐺 , i.e., 𝐽★ = 𝐺 .
We derive second-order derivatives of 𝐽 , and identify the second-order derivative of𝐺 as its convex
conjugate. Interestingly, all assumptions that led to these results are given in terms of 𝐽 .

The paper is structured as follows. We start by adapting the theory of [10] to the setting of (1.1) in
Section 2. Afterwards, we study second-order derivatives of convex integral functionals on 𝐶0(Ω) in
Section 3. These results are utilized in Section 4 to obtain the expressions for 𝐺 ′′. The main results are
Theorem 4.14 (No-gap second-order conditions) and Theorem 4.13 (Strictly twice epi-dierentiability
of 𝐺). Two applications are given in Section 5.
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2 no-gap second-order conditions

In this section, we consider the minimization problem

(P) Minimize Φ(𝑥) := 𝐹 (𝑥) +𝐺 (𝑥) w.r.t. 𝑥 ∈ 𝑋 .

Here, 𝐺 : 𝑋 → ℝ̄ = (−∞,∞] and 𝐹 : dom(𝐺) → ℝ are given. We are interested in necessary and
sucient conditions of second order, such that the gap between both conditions is as small as in nite
dimensions. We transfer the results of [10], in which the case 𝐺 = 𝛿𝐶 for a set 𝐶 ⊂ 𝑋 was considered.
The generalization to the above problem with a more general 𝐺 is rather straightforward.

Throughout this section, we always consider the following situation.
Assumption 2.1 (standing assumptions and notation).

(i) 𝑋 is the (topological) dual of a separable Banach space 𝑌 ,

(ii) 𝑥 is a xed element of the set dom(𝐺) (the minimizer/candidate for a minimizer),

(iii) There exist 𝐹 ′(𝑥) ∈ 𝑌 and a bounded bilinear form 𝐹 ′′(𝑥) : 𝑋 × 𝑋 → ℝ with

(2.1) lim
𝑘→∞

𝐹 (𝑥 + 𝑡𝑘ℎ𝑘 ) − 𝐹 (𝑥) − 𝑡𝑘𝐹 ′(𝑥)ℎ𝑘 − 1
2𝑡

2
𝑘
𝐹 ′′(𝑥)ℎ2

𝑘

𝑡2
𝑘

= 0

for all sequences (ℎ𝑘 ) ⊂ 𝑋 , (𝑡𝑘 ) ⊂ ℝ+ := (0,∞) satisfying 𝑡𝑘 ↘ 0, ℎ𝑘
★
⇀ ℎ ∈ 𝑋 and 𝑥 + 𝑡𝑘ℎ𝑘 ∈

dom(𝐺).

Note that we use the abbreviations 𝐹 ′(𝑥)ℎ := 〈𝐹 ′(𝑥), ℎ〉 and 𝐹 ′′(𝑥)ℎ2 := 𝐹 ′′(𝑥) (ℎ,ℎ) for all ℎ ∈ 𝑋 in
(2.1), and that (2.1) is automatically satised if 𝐹 admits a second-order Taylor expansion of the form

(2.2) 𝐹 (𝑥 + ℎ) − 𝐹 (𝑥) − 𝐹 ′(𝑥)ℎ − 1
2𝐹
′′(𝑥)ℎ2 = o(‖ℎ‖2𝑋 ) as ‖ℎ‖𝑋 → 0.

As a second derivative for the functional 𝐺 , we use the so-called weak-★ second subderivative.
Definition 2.2 (weak-★ second subderivative). Let 𝑥 ∈ dom(𝐺) and𝑤 ∈ 𝑌 be given. Then the weak-★
second subderivative 𝐺 ′′(𝑥,𝑤 ; ·) : 𝑋 → [−∞,∞] of 𝐺 at 𝑥 for𝑤 is dened by

𝐺 ′′(𝑥,𝑤 ;ℎ) := inf
{
lim inf
𝑘→∞

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈𝑤,ℎ𝑘〉
𝑡2
𝑘
/2

����� 𝑡𝑘 ↘ 0, ℎ𝑘
★
⇀ ℎ

}
.

We discuss some properties of𝐺 ′′(𝑥,𝑤 ; ·) for a convex function𝐺 and 𝑥 ∈ dom(𝐺). In the following,
the parameter𝑤 will often be taken from the convex subdierential 𝜕𝐺 (𝑥). We recall that 𝜕𝐺 (𝑥) is
a subset of the dual space 𝑋★. In the case that 𝑋 is not reexive, 𝑋★ is bigger than 𝑌 (note that we
identify 𝑌 with a subspace of 𝑋★ = 𝑌★★ in the canonical way). Thus, the existence of𝑤 ∈ 𝑌 ∩ 𝜕𝐺 (𝑥) is
an additional regularity assumption, since the existence of subgradients of 𝐺 in the smaller space 𝑌 is
not guaranteed in general, as the next example demonstrates.
Remark 2.3. We choose 𝑌 = 𝑐0 (zero sequences equipped with supremum norm). Thus, the dual spaces
are (isometric to) 𝑋 = 𝑌★ = ℓ 1 and 𝑋★ = ℓ∞. By using

𝐶 :=
{
𝑥 ∈ ℓ 1

�� ∀𝑛 ∈ ℕ : |𝑥𝑛 | ≤ 𝑛−2
}

we dene 𝐺 : ℓ 1 → ℝ̄ via

𝐺 (𝑥) =
∞∑︁
𝑛=1

𝑥𝑛 ∈ ℝ ∀𝑥 ∈ 𝐶
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and 𝐺 (𝑥) = ∞ for all 𝑥 ∈ ℓ 1 \𝐶 .
The set 𝐶 is bounded due to

∑∞
𝑛=1 1/𝑛2 < ∞ and weak-★ closed since it is the intersection of the

weak-★ closed “stripes” {
𝑥 ∈ ℓ 1

�� |𝑥𝑛 | ≤ 𝑛−2} ∀𝑛 ∈ ℕ.

Thus, 𝐶 is weak-★ compact. The function 𝐺 is convex. In order to check that 𝐺 is weak-★ continuous
on 𝐶 , let 𝑥0 ∈ 𝐶 be given and consider a net (𝑥𝑖)𝑖∈𝐼 ⊂ 𝐶 with 𝑥𝑖 → 𝑥0. For an arbitrary 𝜀 > 0, there is
𝑁 ∈ ℕ with

∑∞
𝑛=𝑁+1 𝑛

−2 < 𝜀. Next, there is 𝑖 ∈ 𝐼 with����� 𝑁∑︁
𝑛=1
(𝑥 𝑗,𝑛 − 𝑥0,𝑛)

����� < 𝜀 ∀𝑗 ≥ 𝑖

since 𝑦 ↦→ ∑𝑁
𝑛=1 𝑦𝑛 is weak-★ continuous. Thus,

|𝐺 (𝑥 𝑗 ) −𝐺 (𝑥0) | ≤
����� 𝑁∑︁
𝑛=1
(𝑥 𝑗,𝑛 − 𝑥0,𝑛)

����� + ∞∑︁
𝑛=𝑁+1

|𝑥 𝑗,𝑛 | +
∞∑︁

𝑛=𝑁+1
|𝑥0,𝑛 | < 3𝜀 ∀𝑗 ≥ 𝑖 .

Since 𝜀 > 0was arbitrary, this showsweak-★ continuity on𝐶 . Hence,𝐺 is weak-★ lower semicontinuous
on ℓ 1. Finally, it is easy to check that 𝜕𝐺 (0) = {1}, but 1 ∈ ℓ∞ \ 𝑐0.

A sucient condition for the existence of subgradients in the predual space at 𝑥 would be the weak-★
continuity of𝐺 at 𝑥 . In innite dimensions, this is a very restrictive condition, since it implies that the
convex function 𝐺 is bounded (and hence constant) on a subspace with nite codimension.

We continue with some basic properties of 𝐺 ′′(𝑥,𝑤 ; ·).
Lemma 2.4. We assume that 𝐺 is convex and 𝑥 ∈ dom(𝐺). For𝑤 ∈ 𝑌 ∩ 𝜕𝐺 (𝑥) we have

∀ℎ ∈ 𝑋 : 𝐺 ′′(𝑥,𝑤 ;ℎ) ≥ 0,

whereas in case𝑤 ∈ 𝑌 \ 𝜕𝐺 (𝑥) we have

∃ℎ ∈ 𝑋 \ {0} : 𝐺 ′′(𝑥,𝑤 ;ℎ) = −∞.

Proof. In case𝑤 ∈ 𝑌 ∩ 𝜕𝐺 (𝑥), the denition of 𝜕𝐺 (𝑥) implies 𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 〈𝑤, 𝑡𝑘ℎ𝑘〉 ≥ 0 for
arbitrary 𝑡𝑘 > 0 and ℎ𝑘 ∈ 𝑋 . This directly yields 𝐺 ′′(𝑥,𝑤 ;ℎ) ≥ 0 for all ℎ ∈ 𝑋 .
In case 𝑤 ∈ 𝑌 \ 𝜕𝐺 (𝑥), there exists ℎ ∈ 𝑋 \ {0} such that 𝐺 (𝑥 + ℎ) −𝐺 (𝑥) = 〈𝑤,ℎ〉 − 𝜏 for some

𝜏 > 0. We choose (𝑡𝑘 )𝑘∈ℕ ⊂ (0, 1) with 𝑡𝑘 ↘ 0. By convexity, we get

𝐺 (𝑥 + 𝑡𝑘ℎ) −𝐺 (𝑥) − 𝑡𝑘 〈𝑤,ℎ〉
𝑡2
𝑘
/2

≤ 𝐺 (𝑥 + ℎ) −𝐺 (𝑥) − 〈𝑤,ℎ〉
𝑡𝑘/2

≤ − 2
𝑡𝑘
𝜏 → −∞.

Thus, 𝐺 ′′(𝑥,𝑤 ;ℎ) = −∞. �

We recall that the convexity of 𝐺 implies 𝐺 ′(𝑥 ;ℎ) ≥ 〈𝑤,ℎ〉 for all 𝑥 ∈ dom(𝐺), 𝑤 ∈ 𝑌 ∩ 𝜕𝐺 (𝑥),
and ℎ ∈ 𝑋 . The next lemma can be used to reduce the second-order conditions below to the so-called
critical cone on which this inequality is satised with equality.
Lemma 2.5.We assume that 𝐺 is convex and 𝑥 ∈ dom(𝐺) is chosen such that the directional derivative
𝐺 ′(𝑥 ; ·) : 𝑋 → [−∞,∞] is sequentially weak-★ lower semicontinuous. Further let𝑤 ∈ 𝑌 be given. Then

𝐺 ′(𝑥 ;ℎ) > 〈𝑤,ℎ〉 ⇒ 𝐺 ′′(𝑥,𝑤 ;ℎ) = +∞ ∀ℎ ∈ 𝑋 .
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Proof. Let ℎ ∈ 𝑋 with 𝐺 ′(𝑥 ;ℎ) > 〈𝑤,ℎ〉 be arbitrary. For all sequences ℎ𝑘
★
⇀ ℎ and 𝑡𝑘 ↘ 0 we have

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) ≥ 𝑡𝑘𝐺 ′(𝑥 ;ℎ𝑘 ) by convexity. Thus,

lim inf
𝑘→∞

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈𝑤,ℎ𝑘〉
𝑡𝑘

≥ lim inf
𝑘→∞

(
𝐺 ′(𝑥 ;ℎ𝑘 ) − 〈𝑤,ℎ𝑘〉

)
≥ 𝐺 ′(𝑥 ;ℎ) − 〈𝑤,ℎ〉 > 0.

Since an additional factor 𝑡−1
𝑘

appears in the denition of𝐺 ′′(𝑥,𝑤 ;ℎ), this implies𝐺 ′′(𝑥,𝑤 ;ℎ) = +∞. �

The assumption on 𝐺 ′ is satised in the following situation: Let 𝐺 be convex and lower semicontin-
uous. In the case that 𝑋 is reexive, the weak topology and the weak-★ topology coincide. Moreover,
if 𝑥 ∈ int dom(𝐺) we know that𝐺 is locally Lipschitz at 𝑥 . Consequently, 𝐺 ′(𝑥 ; ·) is convex and Lip-
schitz continuous, thus sequentially weak-★ lower semicontinuous. In the non-reexive situation, this
argument is no longer applicable, and the statement of Lemma 2.5 may fail for (strongly) continuous𝐺
as the following example shows.
Remark 2.6. Let𝑌 = 𝐶0(Ω),𝑋 = 𝑌★ =M(Ω) and dene𝐺 (𝑥) := ‖𝑥 ‖M(Ω) . This functional is obviously
convex, globally Lipschitz continuous, and weak-★ lower semicontinuous. Let 𝐾 ⊂ Ω be compact with
nonempty interior. We consider the measure 𝑥 ∈ M(Ω), 𝑥 (𝐴) := 𝜆(𝐾 ∩𝐴), and some𝑤 ∈ 𝐶0(Ω) with
‖𝑤 ‖𝐶0 (Ω) ≤ 1 and𝑤 = 1 in 𝐾 . Thus, 〈𝑤, 𝑥〉 = ‖𝑥 ‖M(Ω) and𝑤 ∈ 𝑌 ∩ 𝜕𝐺 (𝑥). Next, we choose the Dirac
measure ℎ = −𝛿𝜔 for some xed 𝜔 ∈ int𝐾 . Clearly, 1 = 𝐺 ′(𝑥 ;ℎ) > 〈𝑤,ℎ〉 = −1. Finally, we choose
𝑠𝑘 ↘ 0 and dene 𝑡𝑘 > 0 and the measures ℎ𝑘 via

𝑡𝑘 := 𝜆(𝐵𝑠𝑘 (𝜔)), ℎ𝑘 (𝐴) := −
𝜆(𝐵𝑠𝑘 (𝜔) ∩𝐴)

𝑡𝑘
.

Note that 𝑡𝑘 ↘ 0 and ℎ𝑘
★
⇀ ℎ. Then, we have (for 𝑘 large enough such that 𝐵𝑠𝑘 (𝜔) ⊂ 𝐾 )

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈𝑤,ℎ𝑘〉 =
∫
𝐾

���1 − 𝜒𝐵𝑠𝑘 (𝜔) ��� d𝜆 − ∫
𝐾

1 d𝜆 + 𝑡𝑘 = 0.

Thus,
𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈𝑤,ℎ𝑘〉

𝑡2
𝑘
/2

→ 0

and this shows 𝐺 ′′(𝑥,𝑤 ;ℎ) = 0. Note that 𝐺 ′(𝑥 ; ·) cannot be weak-★ lower semicontinuous, since this
would contradict Lemma 2.5.

In the next denition, we ensure the existence of recovery sequences.
Definition 2.7 (second-order epi-dierentiability). Let 𝑥 ∈ dom(𝐺) and𝑤 ∈ 𝑌 be given. The functional
𝐺 is said to be weakly-★ twice epi-dierentiable (respectively, strictly twice epi-dierentiable, respec-
tively, strongly twice epi-dierentiable) at 𝑥 for𝑤 in a direction ℎ ∈ 𝑋 , if for all (𝑡𝑘 ) ⊂ ℝ+ with 𝑡𝑘 ↘ 0
there exists a sequence (ℎ𝑘 ) satisfying ℎ𝑘

★
⇀ ℎ (respectively, ℎ𝑘

★
⇀ ℎ and ‖ℎ𝑘 ‖𝑋 → ‖ℎ‖𝑋 , respectively,

ℎ𝑘 → ℎ) and

(2.3) 𝐺 ′′(𝑥,𝑤 ;ℎ) = lim
𝑘→∞

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈𝑤,ℎ𝑘〉
𝑡2
𝑘
/2

.

The functional 𝐺 is called weakly-★/strictly/strongly twice epi-dierentiable at 𝑥 for𝑤 if it is weakly-
★/strictly/strongly twice epi-dierentiable at 𝑥 for𝑤 in all directions ℎ ∈ 𝑋 .

We provide second-order optimality conditions for (P). We start with the second-order necessary
condition (SNC).
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Theorem 2.8 (SNC involving the second subderivative). Suppose that 𝑥 is a local minimizer of (P) such
that

(2.4) Φ(𝑥) ≥ Φ(𝑥) + 𝑐2 ‖𝑥 − 𝑥 ‖
2
𝑋 ∀𝑥 ∈ 𝐵𝑋𝜀 (𝑥)

holds for some 𝑐 ≥ 0 and some 𝜀 > 0. Here, 𝐵𝑋𝜀 (𝑥) denotes the closed ball in 𝑋 centered at 𝑥 with radius 𝜀.
Assume further that one of the following conditions is satised.

(i) The map ℎ ↦→ 𝐹 ′′(𝑥)ℎ2 is sequentially weak-★ upper semicontinuous.

(ii) The functional 𝐺 is strongly twice epi-dierentiable at 𝑥 for −𝐹 ′(𝑥).
Then

(2.5) 𝐹 ′′(𝑥)ℎ2 +𝐺 ′′(𝑥,−𝐹 ′(𝑥);ℎ) ≥ 𝑐 ‖ℎ‖2𝑋 ∀ℎ ∈ 𝑋 .

Proof. We rst consider the case (i): Let ℎ ∈ 𝑋 be given. In case 𝐺 ′′(𝑥,−𝐹 ′(𝑥);ℎ) = ∞, (2.5) holds
automatically. Otherwise, it follows from the denition of 𝐺 ′′(𝑥,−𝐹 ′(𝑥); ·), that for every 𝑀 >

𝐺 ′′(𝑥 ;−𝐹 ′(𝑥);ℎ)we can nd sequences (ℎ𝑘 ) ⊂ 𝑋 and (𝑡𝑘 ) ⊂ ℝ+ such that 𝑡𝑘 ↘ 0,ℎ𝑘
★
⇀ ℎ,𝑥𝑘 := 𝑥+𝑡𝑘ℎ𝑘

and

(2.6) lim
𝑘→∞

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) + 𝑡𝑘 〈𝐹 ′(𝑥), ℎ𝑘〉
𝑡2
𝑘
/2

≤ 𝑀.

Since 𝑥𝑘 → 𝑥 strongly in 𝑋 , (2.4) entails Φ(𝑥𝑘 ) ≥ Φ(𝑥) + 𝑐2 ‖𝑥𝑘 − 𝑥 ‖
2
𝑋
for large enough 𝑘 . Adding (2.1)

and (2.6) yields

𝑀 ≥ lim
𝑘→∞

Φ(𝑥 + 𝑡𝑘ℎ𝑘 ) − Φ(𝑥) − 1
2𝑡

2
𝑘
𝐹 ′′(𝑥)ℎ2

𝑘

𝑡2
𝑘
/2

≥ lim sup
𝑘→∞

(
𝑐 ‖ℎ𝑘 ‖2 − 𝐹 ′′(𝑥)ℎ2𝑘

)
≥ lim inf

𝑘→∞

(
𝑐 ‖ℎ𝑘 ‖2

)
+ lim sup

𝑘→∞

(
−𝐹 ′′(𝑥)ℎ2

𝑘

)
= lim inf

𝑘→∞

(
𝑐 ‖ℎ𝑘 ‖2

)
− lim inf

𝑘→∞

(
𝐹 ′′(𝑥)ℎ2

𝑘

)
≥ 𝑐 ‖ℎ‖2 − 𝐹 ′′(𝑥)ℎ2.

Here, we used that the function ℎ ↦→ 𝐹 ′′(𝑥)ℎ2 is sequentially weak-★ upper semicontinuous. Since
𝑀 > 𝐺 ′′(𝑥,−𝐹 ′(𝑥);ℎ) was arbitrary, we obtain (2.5).
It remains to prove (2.5) under assumption (ii). For every ℎ ∈ 𝑋 we can nd sequences (ℎ𝑘 ) ⊂ 𝑋 ,
(𝑡𝑘 ) ⊂ ℝ+ such that 𝑡𝑘 ↘ 0, ℎ𝑘 → ℎ, 𝑥𝑘 := 𝑥 + 𝑡𝑘ℎ𝑘 and

lim
𝑘→∞

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) + 𝑡𝑘 〈𝐹 ′(𝑥), ℎ𝑘〉
𝑡2
𝑘
/2

= 𝐺 ′′(𝑥,−𝐹 ′(𝑥);ℎ) .

Now, the second-order condition (2.5) follows analogously to case (i). Note that here ℎ𝑘 → ℎ implies
𝐹 ′′(𝑥)ℎ2

𝑘
→ 𝐹 ′′(𝑥)ℎ2. �

We continue with the second-order sucient condition (SSC).
Theorem 2.9 (SSC involving the second subderivative). Assume that themapℎ ↦→ 𝐹 ′′(𝑥)ℎ2 is sequentially
weak-★ lower semicontinuous and that

(2.7) 𝐹 ′′(𝑥)ℎ2 +𝐺 ′′(𝑥,−𝐹 ′(𝑥);ℎ) > 0 ∀ℎ ∈ 𝑋 \ {0}.

Suppose further that

(NDC) for all (ℎ𝑘 ) ⊂ 𝑋 , (𝑡𝑘 ) ⊂ ℝ+ with ℎ𝑘
★
⇀ 0, 𝑡𝑘 ↘ 0 and ‖ℎ𝑘 ‖𝑋 = 1, it is true that

lim inf
𝑘→∞

(
1
𝑡2
𝑘

(
𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥)

)
+ 〈𝐹 ′(𝑥), ℎ𝑘/𝑡𝑘〉 +

1
2𝐹
′′(𝑥)ℎ2

𝑘

)
> 0.

Then 𝑥 satises the growth condition (2.4) with some constants 𝑐 > 0 and 𝜀 > 0.
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In case𝐺 is convex, a rst-order condition is hidden in (2.7), see Lemma 2.4 and Corollary 2.11 below.
The acronym (NDC) stands for “non-degeneracy condition”, compare [10, Theorem 4.4]. We will give
a sucient condition for (NDC) below in Lemma 2.12.

Proof. We do not argue by contradiction. For a sequence (𝜀𝑘 ) ⊂ (0,∞) with 𝜀𝑘 ↘ 0, we dene

𝑐𝑘 := inf
{
Φ(𝑥) − Φ(𝑥)
1
2 ‖𝑥 − 𝑥 ‖2𝑋

���� 𝑥 ∈ 𝐵𝑋𝜀𝑘 (𝑥) \ {𝑥}} ⊂ [−∞,∞] .
We have to show that 𝑐𝑘 > 0 for some 𝑘 ∈ ℕ. Note that 𝑐𝑘 is increasing and it is sucient to prove
that 𝑐 := lim𝑘→∞ 𝑐𝑘 > 0. By denition of 𝑐𝑘 , we can nd a sequence (𝑥𝑘 ) with 𝑥𝑘 → 𝑥 in 𝑋 and

𝑐 = lim
𝑘→∞

Φ(𝑥𝑘 ) − Φ(𝑥)
1
2 ‖𝑥𝑘 − 𝑥 ‖2𝑋

.

Dene 𝑡𝑘 := ‖𝑥𝑘−𝑥 ‖𝑋 andℎ𝑘 := (𝑥𝑘−𝑥)/𝑡𝑘 . Then ‖ℎ𝑘 ‖𝑋 = 1 for all𝑘 andwemay extract a subsequence
(not relabeled) such that ℎ𝑘

★
⇀ ℎ. Now, we utilize (2.1) and have

𝑐 = lim
𝑘→∞

𝐹 (𝑥 + 𝑡𝑘ℎ𝑘 ) − 𝐹 (𝑥) +𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥)
𝑡2
𝑘
/2

= lim
𝑘→∞

(
𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) + 𝑡𝑘𝐹 ′(𝑥)ℎ𝑘

𝑡2
𝑘
/2

+ 𝐹 ′′(𝑥)ℎ2
𝑘

)
.

In case that ℎ = 0, the condition (NDC) implies that the right-hand side is positive and we are done.
Otherwise, ℎ ≠ 0 and we can use the denition of 𝐺 ′′ together with the sequential weak-★ lower
semicontinuity of 𝐹 ′′(𝑥). This leads to

𝑐 ≥ 𝐺 ′′(𝑥,−𝐹 ′(𝑥);ℎ) + 𝐹 ′′(𝑥)ℎ2.

The right-hand side is positive by (2.7) and this nishes the proof. �

By combining the previous two theorems, we arrive at our main theorem on no-gap second-order
conditions.
Theorem 2.10 (no-gap second-order optimality condition). Assume that the map ℎ ↦→ 𝐹 ′′(𝑥)ℎ2 is
sequentially weak-★ lower semicontinuous, that (NDC) holds, and that one of the conditions (i) and (ii) in
Theorem 2.8 is satised. Then, the condition

𝐹 ′′(𝑥)ℎ2 +𝐺 ′′(𝑥,−𝐹 ′(𝑥);ℎ) > 0 ∀ℎ ∈ 𝑋 \ {0}

is equivalent to the quadratic growth condition (2.4) with constants 𝑐 > 0 and 𝜀 > 0.
In the case that𝐺 is convex, we can combine Theorem 2.10 with Lemmas 2.4 and 2.5. Thus, we can

recast the above second-order conditions in a familiar form including the rst-order condition and a
critical cone.
Corollary 2.11. In addition to the assumptions of Theorem 2.10, we assume that 𝐺 is convex and that
𝐺 ′(𝑥 ; ·) is sequentially weak-★ lower semicontinuous. The quadratic growth condition (2.4) with constants
𝑐 > 0 and 𝜀 > 0 is satised if and only if

𝐹 ′(𝑥) + 𝜕𝐺 (𝑥) 3 0(2.8a)
𝐹 ′′(𝑥)ℎ2 +𝐺 ′′(𝑥,−𝐹 ′(𝑥);ℎ) > 0 ∀ℎ ∈ K \ {0},(2.8b)

where the critical cone K is dened via

K := {ℎ ∈ 𝑋 | 𝐹 ′(𝑥)ℎ +𝐺 ′(𝑥 ;ℎ) = 0}.

Moreover, if 𝑥 is a local minimizer of (P), then (2.8) holds with “≥” instead of “>”.
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Proof. Let (2.4) be satised with 𝑐 ≥ 0 and 𝜀 > 0. From Theorem 2.8, we get (2.5). Clearly, (2.8b)
(with “≥” instead of “>” in case 𝑐 = 0) follows. If (2.8a) is violated, Lemma 2.4 yields the existence of
ℎ ∈ 𝑋 \ {0} with 𝐺 ′′(𝑥,𝑤 ;ℎ) = −∞ and this contradicts (2.5). This shows the “only if” part of the rst
assertion and the second assertion.
Let (2.8) be satised. For ℎ ∈ 𝑋 \ {0}, we have 𝐺 ′(𝑥 ;ℎ) ≥ −〈𝐹 ′(𝑥), ℎ〉 due to (2.8a). In case ℎ ∈
K \ {0}, (2.7) follows from (2.8b). Otherwise, we have 𝐺 ′(𝑥 ;ℎ) > −〈𝐹 ′(𝑥), ℎ〉 and (2.7) is implied by
Lemma 2.5. �

If (2.8a) holds, we have K = {ℎ ∈ 𝑋 | 𝐹 ′(𝑥)ℎ +𝐺 ′(𝑥 ;ℎ) ≤ 0}. Since 𝐺 ′(𝑥 ; ·) is convex, this results
in the convexity of K . In case 𝐺 ′(𝑥 ; ·) is (sequentially) weak-★ lower semicontinuous, K is also
(sequentially) weak-★ closed.

Finally, we give a sucient condition for (NDC).
Lemma 2.12. Suppose that ℎ ↦→ 𝐹 ′′(𝑥)ℎ2 is sequentially weak-★ lower semicontinuous and that there exist
𝑐, 𝜀 > 0 such that

(2.9) 𝐺 (𝑥) −𝐺 (𝑥) + 𝐹 ′(𝑥) (𝑥 − 𝑥) ≥ 𝑐2 ‖𝑥 − 𝑥 ‖
2
𝑋 ∀𝑥 ∈ 𝐵𝑋𝜀 (𝑥) .

Then, (NDC) is satised.

Proof. Let sequences as in (NDC) be given. Then,

lim inf
𝑘→∞

(
1
𝑡2
𝑘

(
𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥)

)
+ 〈𝐹 ′(𝑥), ℎ𝑘/𝑡𝑘〉 +

1
2𝐹
′′(𝑥)ℎ2

𝑘

)
≥ lim inf

𝑘→∞

(
𝑐

2 +
1
2𝐹
′′(𝑥)ℎ2

𝑘

)
≥ 𝑐2 + 𝐹

′′(𝑥)02 = 𝑐

2 > 0. �

3 second-order derivatives of integral functionals over continuous
functions

Our goal is to apply the theory of Section 2 in the setting 𝑋 =M(Ω) and 𝑌 = 𝐶0(Ω). We will see in
Section 4 that second subderivatives of integral functionals onM(Ω) can be obtained by rst studying
the pre-conjugate functionals. Therefore, this section is devoted to integral functionals

(3.1) 𝐽 (𝑤) :=
∫
Ω
𝑗 (𝑤 (𝜔)) d𝜆(𝜔) ∀𝑤 ∈ 𝐶0(Ω),

where 𝑗 : ℝ→ ℝ is a convex function and Ω ⊂ ℝ𝑑 is a bounded open set. We equip Ω with the Borel
𝜎-algebra B(Ω) and the 𝑑-dimensional Lebesgue measure 𝜆 := 𝜆𝑑 (restricted to Ω). Note that 𝐽 (𝑤) ∈ ℝ
for all𝑤 ∈ 𝐶0(Ω). Later, we will choose 𝐽 such that its convex conjugate is equal to 𝐺 .
The main goal of this section is to provide results for the functional 𝐽 that allow to compute the

weak-★ second subderivative (in the sense of Denition 2.2) of the convex conjugate𝐺 = 𝐽★, which is a
mapping fromM(Ω) = 𝐶0(Ω)★ to ℝ̄. In particular, we are going to compute second-order derivatives
of 𝐽 in two dierent ways. First, we compute second subderivatives similar to Denition 2.2 (but w.r.t.
the strong topology) in Section 3.1 and, second, we investigate dierence quotients of subdierentials
in Section 3.2. We will see that (under appropriate assumptions) both approaches lead to the same
object. These ndings will be crucial in Section 4 to prove that 𝐺 : M(Ω) → ℝ̄ is strictly twice
epi-dierentiable in the sense of Denition 2.7.

The analysis in this section relies heavily on the following characterization of the convex conjugate
of integral functionals on continuous functions for nite Carathéodory integrands.
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Theorem 3.1 ([17, Corollaries 4A, 4B]). Let Ω ⊂ ℝ𝑑 be open and let 𝜈 : B(Ω) → [0,∞] be a 𝜎-nite,
regular Borel measure. We suppose that 𝜄 : Ω ×ℝ→ ℝ is a convex Carathéodory function, i.e., 𝜄 (𝜔, ·) is
convex and continuous for every 𝜔 ∈ Ω and 𝜄 (·, 𝑥) is measurable for all 𝑥 ∈ ℝ. Finally, we assume that
𝜄 (·, 𝑥) ∈ 𝐿1(𝜈) for all 𝑥 ∈ ℝ. Then, the integral functional 𝐼 : 𝐶0(Ω) → ℝ

𝐼 (𝑢) :=
∫
Ω
𝜄 (𝜔,𝑢 (𝜔)) d𝜈 (𝜔) ∀𝑢 ∈ 𝐶0(Ω)

is well-dened, convex and continuous. Its convex conjugate 𝐼★ : M(Ω) → ℝ̄ is given by

𝐼★(𝜇) =
∫
Ω
𝜄★
(
𝜔,

d𝜇
d𝜈 (𝜔)

)
d𝜈 (𝜔) ∀𝜇 ∈ M(Ω), 𝜇 � 𝜈

and 𝐼★(𝜇) = +∞ if 𝜇 is not absolutely continuous w.r.t. 𝜈 , i.e., if 𝜇 � 𝜈 does not hold. Here, 𝜄★(𝜔, ·) is the
convex conjugate of 𝜄 (𝜔, ·) for every 𝜔 ∈ Ω.

In addition, 𝜇 ∈ 𝜕𝐼 (𝑢) if and only if 𝜇 � 𝜈 and

d𝜇
d𝜈 (𝜔) ∈ 𝜕𝜄 (𝜔,𝑢 (𝜔)) for 𝜈-almost all 𝜔 ∈ Ω.

Note that the Fenchel–Young inequality implies that 𝜄★(𝜔, ·) ≥ −𝜄 (𝜔, 0). The right-hand side is
integrable and thus, the integral in the denition of 𝐼★ is well dened (in the sense of quasi-integrability).

3.1 strong second subderivatives

We start by giving the denition of the strong second subderivatives of 𝐽 .
Definition 3.2 (strong second subderivative). Let𝑤 ∈ 𝐶0(Ω) and 𝑥 ∈ M(Ω) be given. Then the strong
second subderivative 𝐽 ′′(𝑤, 𝑥 ; ·) : 𝐶0(Ω) → [−∞,∞] of 𝐽 at𝑤 for 𝑥 is dened by

𝐽 ′′(𝑤, 𝑥 ; 𝑧) := inf
{
lim inf
𝑘→∞

𝐽 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝐽 (𝑤) − 𝑡𝑘 〈𝑥, 𝑧𝑘〉
𝑡2
𝑘
/2

����� 𝑡𝑘 ↘ 0, 𝑧𝑘 → 𝑧

}
.

In the case that 𝐽 is Gâteaux dierentiable at𝑤 , we will always use 𝑥 = 𝐽 ′(𝑤) and, consequently, omit
the argument 𝑥 of 𝐽 ′′, i.e., we write 𝐽 ′′(𝑤 ; ·) instead of 𝐽 ′′(𝑤, 𝑥 ; ·). If for every 𝑧 ∈ 𝐶0(Ω) and every
sequence 𝑡𝑘 ↘ 0 there exists a sequence 𝑧𝑘 → 𝑧 with

𝐽 ′′(𝑤, 𝑥 ; 𝑧) = lim
𝑘→∞

𝐽 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝐽 (𝑤) − 𝑡𝑘 〈𝑥, 𝑧𝑘〉
𝑡2
𝑘
/2

,

we say that 𝐽 is strongly-strongly twice epi-dierentiable at𝑤 for 𝑥 .
In order to obtain results for a large class of functions, we investigate two prototypical situations:

• 𝑗 (𝑤) = max(0,𝑤) with a kink at𝑤 = 0,

• 𝑗 ∈ 𝐶1,1(ℝ) with directional derivatives of second order.

We start with the function 𝑗 = max(0, ·). In order to motivate the upcoming result, we give a heuristic
derivation based on the coarea formula∫

Ω
𝜓 (𝑥) |∇𝑢 (𝑥) | d𝜆(𝑥) =

∫
ℝ

∫
𝑢−1 (𝑠)

𝜓 (𝑥) dH𝑑−1(𝑥) d𝑠,

which holds for Lipschitz continuous 𝑢 and integrable𝜓 . Here,H𝑑−1 is the usual (𝑑 − 1)-dimensional
Hausdor measure. Let𝑤 ∈ 𝐶1(Ω) ∩𝐶0(Ω) be given such that {𝑤 = 0} is a compact subset of Ω and
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assume that ∇𝑤 (𝜔) ≠ 0 holds for all 𝜔 ∈ {𝑤 = 0}. This implies that {𝑤 = 0} is a (𝑑 − 1)-dimensional
𝐶1-manifold. Note thatH𝑑−1 coincides with the surface measure on the manifold {𝑤 = 0}. Since the
Lebesgue measure of {𝑤 = 0} is zero, we get 𝜕𝐽 (𝑤) = {𝑥} with 𝑥 = 𝜒 {𝑤>0}, see Theorem 3.1. For a
second function 𝑧 ∈ 𝐶1(Ω) ∩𝐶𝑐 (Ω), we are going to calculate

𝐼 := lim
𝑡↘0

𝐽 (𝑤 + 𝑡𝑧) − 𝐽 (𝑤) − 𝑡 〈𝑥, 𝑧〉
𝑡2/2 = lim

𝑡↘0

∫
Ω

max(0,𝑤 + 𝑡𝑧) −max(0,𝑤) − 𝑡 𝜒 {𝑤>0}𝑧

𝑡2/2 d𝜆,

cf. Denition 2.2. It is easy to check that the integrand vanishes on the set {sign(𝑤) = sign(𝑤 + 𝑡𝑧)}.
On its complement Ω𝑡 := {sign(𝑤) ≠ sign(𝑤 + 𝑡𝑧)}, the integrand is equal to 2|𝑤 + 𝑡𝑧 |/𝑡2. Now, we
formally apply the coarea formula with the functions 𝑢 = −𝑤/𝑧,𝜓 = |𝑤 + 𝑡𝑧 |/|∇𝑢 | and obtain

𝐼 = lim
𝑡↘0

∫
Ω𝑡

2|𝑤 + 𝑡𝑧 |
𝑡2

d𝜆 = lim
𝑡↘0

∫ 𝑡

0

∫
{𝑢=𝜀 }

2|𝑤 + 𝑡𝑧 |
𝑡2 |∇𝑢 | dH𝑑−1 d𝜀,

where we have used that 𝑥 ∈ Ω𝑡 if and only if 0 < 𝑢 (𝑥) < 𝑡 . Now, we plug in the values of 𝑢 and
∇𝑢 = −∇𝑤/𝑧 +𝑤∇𝑧/𝑧2, and use𝑤 = −𝜀𝑧 in the inner integral to obtain

𝐼 = lim
𝑡↘0

1
𝑡

∫ 𝑡

0

∫
{𝑤+𝜀𝑧=0}

2(1 − 𝜀/𝑡)𝑧2
|∇𝑤 + 𝜀∇𝑧 | dH

𝑑−1 d𝜀 = lim
𝑡↘0

1
𝑡

∫ 𝑡

0

(
1 − 𝜀

𝑡

)
𝜉 (𝜀) d𝜀,

with
𝜉 (𝜀) =

∫
{𝑤+𝜀𝑧=0}

2𝑧2
|∇𝑤 + 𝜀∇𝑧 | dH

𝑑−1.

Since we integrate over a perturbation of the manifold {𝑤 = 0}, it is reasonable to expect the continuity
𝜉 (𝜀) → 𝜉 (0) as 𝜀 ↘ 0. Consequently, we expect to nd

𝐼 = lim
𝑡↘0

1
𝑡

∫ 𝑡

0

(
1 − 𝜀

𝑡

)
𝜉 (𝜀) d𝜀 = 1

2𝜉 (0) =
∫
{𝑤=0}

𝑧2

|∇𝑤 | dH
𝑑−1.

An anonymous reviewer has pointed out that this limit can be veried easily under the additional
regularity 𝑤, 𝑧 ∈ 𝐶2(Ω) by using the divergence theorem. Our rst goal is to derive this equation
rigorously with the relaxed regularity requirement 𝑧 ∈ 𝐶0(Ω), see Lemma 3.7 below.
The upcoming theorem is prepared by the next lemma, which studies the one-dimensional case

𝑑 = 1.
Lemma 3.3. Let𝑤 ∈ 𝐶1(ℝ) be given such that {𝑤 = 0} = {0} and𝑤 ′(0) ≠ 0. Further, for 𝑧 ∈ 𝐶𝑐 (ℝ) and
𝑡 > 0 we dene the set

Ω𝑡 := {sign(𝑤) ≠ sign(𝑤 + 𝑡𝑧)}.

(i) For each𝜓 ∈ 𝐶 (ℝ) we have for 𝑡 ↘ 0

1
𝑡

∫
Ω𝑡

𝜓 d𝜆1 → 𝜓 (0) |𝑧 (0) |
|𝑤 ′(0) | ,(3.2a)

1
𝑡

∫
Ω𝑡

𝜓 sign(𝑧) d𝜆1 → 𝜓 (0)𝑧 (0)
|𝑤 ′(0) | ,(3.2b)

1
𝑡

∫
Ω𝑡

|𝑤 |
𝑡

d𝜆1 → 1
2
𝑧 (0)2
|𝑤 ′(0) | .(3.2c)

(ii) If 𝜀, 𝛿, 𝑡0 > 0 are given such that 𝜀 < |𝑤 ′(0) | and such that

Ω𝑡 ⊂ [−𝛿, 𝛿] ∀𝑡 ∈ (0, 𝑡0)(3.3a)
|𝑧 (𝑥) − 𝑧 (0) | ≤ 𝜀 ∀|𝑥 | ≤ 𝛿(3.3b)

|𝑤 (𝑥) −𝑤 (0) −𝑤 ′(0)𝑥 | ≤ 𝜀 |𝑥 | ∀|𝑥 | ≤ 𝛿(3.3c)
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hold, then for all 𝑡 ∈ (0, 𝑡0) we have

𝜆1(Ω𝑡 )
𝑡
≤ |𝑧 (0) | + 2𝜀|𝑤 ′(0) | − 𝜀 ,(3.4a)

1
𝑡

∫
Ω𝑡

|𝑤 |
𝑡

d𝜆1 ≤ (|𝑧 (0) | + 2𝜀)
2( |𝑤 ′(0) | + 𝜀)

( |𝑤 ′(0) | − 𝜀)2 .(3.4b)

Proof. W.l.o.g. we consider the case𝑤 ′(0) > 0, which implies sign(𝑤 (𝑥)) = sign(𝑥) for all 𝑥 ∈ ℝ. First,
we will prove (ii). Let 𝜀, 𝛿, 𝑡0 > 0 satisfying the assumptions in (ii) be given. Further, let 𝑡 ∈ (0, 𝑡0) be
arbitrary. It is easy to check that

0 < 𝑥 ≤ 𝑡 −𝑧 (0) − 𝜀
𝑤 ′(0) + 𝜀 ⇒ 𝑥 ∈ Ω𝑡 ∩ (0,∞) ⇒ 0 < 𝑥 ≤ 𝑡 −𝑧 (0) + 𝜀

𝑤 ′(0) − 𝜀 ,(3.5a)

0 > 𝑥 ≥ 𝑡 −𝑧 (0) + 𝜀
𝑤 ′(0) + 𝜀 ⇒ 𝑥 ∈ Ω𝑡 ∩ (−∞, 0) ⇒ 0 > 𝑥 ≥ 𝑡 −𝑧 (0) − 𝜀

𝑤 ′(0) − 𝜀 .(3.5b)

Indeed, the second implication follows from the chain of inequalities

0 ≥ 𝑤 (𝑥) + 𝑡𝑧 (𝑡) ≥ 𝑤 (0) +𝑤 ′(0)𝑥 − 𝜀𝑥 + 𝑡𝑧 (0) − 𝑡𝜀 = (𝑤 ′(0) − 𝜀)𝑥 + 𝑡 (𝑧 (0) − 𝜀)

for 𝑥 ∈ Ω𝑡 ∩ (0,∞). The other implications follow similarly. From (3.5a) and (3.5b) we get

𝜆1(Ω𝑡 )
𝑡
≤ max{0, 𝜀 − 𝑧 (0)} +max{0, 𝑧 (0) + 𝜀}

𝑤 ′(0) − 𝜀 ≤ |𝑧 (0) | + 2𝜀
𝑤 ′(0) − 𝜀 ,

i.e., (3.4a). From (3.5a) and (3.5b) we have |𝑤 (𝑥) | ≤ (𝑤 ′(0) + 𝜀) |𝑥 | ≤ (𝑤 ′(0) + 𝜀)𝑡 |𝑧 (0) |+𝜀
𝑤′ (0)−𝜀 . Together with

(3.4a), this shows (ii).
In order to validate (i), let 𝜀 ∈ (0,𝑤 ′(0)) be arbitrary. Then, there exists 𝛿 > 0, such that (3.3b) and

(3.3c) are satised. Let 𝐾 be the support of 𝑧 and dene

𝑐 := inf{|𝑤 (𝑥) | | 𝑥 ∈ 𝐾 \ (−𝛿, 𝛿)} > 0, 𝐶 := sup{|𝑧 (𝑥) | | 𝑥 ∈ 𝐾} < ∞.

Then, for 𝑡0 := 𝑐/𝐶 we have sign(𝑤 (𝑥)) = sign(𝑤 (𝑥) + 𝑡𝑧 (𝑥)) for all 𝑥 ∈ 𝐾 \ (−𝛿, 𝛿) and this shows
(3.3a). Thus, the rst part of the proof shows (3.5). From the continuity of𝜓 , (3.2a) and (3.2b) follow
easily. It remains to show (3.2c). In case 𝑧 (0) = 0, this follows directly from (3.4b). We focus on the
case 𝑧 (0) > 0, the remaining case 𝑧 (0) < 0 is similar. W.l.o.g., we assume 𝜀 < 𝑧 (0). Since the integrand
is positive, (3.5) implies

1
2 (𝑤

′(0) − 𝜀)
(
𝑡
−𝑧 (0) − 𝜀
𝑤 ′(0) + 𝜀

)2
=

∫ 𝑡
−𝑧 (0)−𝜀
𝑤′ (0)+𝜀

0
(𝑤 ′(0) − 𝜀)𝑥 d𝜆1(𝑥) ≤

∫
Ω𝑡

|𝑤 | d𝜆1

≤
∫ 𝑡

−𝑧 (0)+𝜀
𝑤′ (0)−𝜀

0
(𝑤 ′(0) + 𝜀)𝑥 d𝜆1(𝑥) = 1

2 (𝑤
′(0) + 𝜀)

(
𝑡
−𝑧 (0) + 𝜀
𝑤 ′(0) − 𝜀

)2
.

After division by 𝑡2, the left-hand side and the right-hand side converge to 𝑧 (0)2/(2𝑤 ′(0)) as 𝜀 ↘ 0.
This shows (3.2c). �

Using standard coordinate transform arguments, this result can be lifted to the 𝑑-dimensional
situation.
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Theorem 3.4. Let𝑤 ∈ 𝐶1(Ω) be given such that ∇𝑤 ≠ 0 on {𝑤 = 0}. Further, let 𝑧 ∈ 𝐶𝑐 (Ω) be given. For
all 𝑡 > 0, we dene Ω𝑡 := {sign(𝑤) ≠ sign(𝑤 + 𝑡𝑧)}. Then, for all𝜓 ∈ 𝐶 (Ω) we have

1
𝑡

∫
Ω𝑡

𝜓 d𝜆 →
∫
{𝑤=0}

𝜓 |𝑧 |
|∇𝑤 | dH

𝑑−1,(3.6a)

1
𝑡

∫
Ω𝑡

𝜓 sign(𝑧) d𝜆 →
∫
{𝑤=0}

𝜓𝑧

|∇𝑤 | dH
𝑑−1,(3.6b)

1
𝑡

∫
Ω𝑡

|𝑤 |
𝑡

d𝜆 → 1
2

∫
{𝑤=0}

𝑧2

|∇𝑤 | dH
𝑑−1(3.6c)

as 𝑡 ↘ 0.

Proof. We prove (3.6a), the remaining limits can be veried by analogous arguments. We start with a
local result. We set 𝑍 = {𝑤 = 0} ∩ supp 𝑧, which is a compact subset of Ω. Let a point 𝑝 ∈ 𝑍 , a bounded
open set 𝐵 ⊂ ℝ𝑑−1, an open interval 𝐼 = (𝑎, 𝑏) and 𝛾 ∈ 𝐶1(𝐵) be given such that

𝑝 ∈ 𝐵 × 𝐼 , 𝐵 × 𝐼 ⊂ Ω, 𝑍 ∩ (𝐵 × 𝐼 ) = {(𝑥,𝛾 (𝑥)) | 𝑥 ∈ 𝐵}(3.7a)
𝑊 := {(𝑥, 𝑦) | 𝑥 ∈ 𝐵, |𝑦 − 𝛾 (𝑥) | < 𝜀} ⊂ 𝐵 × 𝐼 , 𝜕𝑑𝑤 (𝑝) > 0(3.7b)

for some 𝜀 > 0. Further, let 𝜑 ∈ 𝐶𝑐 (𝐵 × 𝐼 ) be given.
For all 𝑥 ∈ 𝐵 we dene the cross section

Ω𝑡,𝑥 := {𝑦 ∈ 𝐼 | (𝑥, 𝑦) ∈ Ω𝑡 } = {𝑦 ∈ 𝐼 | sign(𝑤 (𝑥, 𝑦)) ≠ sign((𝑤 + 𝑡𝑧) (𝑥, 𝑦))}.

By Fubini, we have

1
𝑡

∫
Ω𝑡∩(𝐵×𝐼 )

𝜓𝜑 d𝜆 =

∫
𝐵

1
𝑡

∫
Ω𝑡,𝑥

𝜓 (𝑥, 𝑦)𝜑 (𝑥, 𝑦) d𝜆1(𝑦) d𝜆𝑑−1(𝑥).

Now, we can apply (3.2a) for all 𝑥 ∈ 𝐵 and obtain

1
𝑡

∫
Ω𝑡,𝑥

𝜓 (𝑥, 𝑦)𝜑 (𝑥, 𝑦) d𝜆1(𝑦) → 𝜓 (𝑥,𝛾 (𝑥))𝜑 (𝑥,𝛾 (𝑥)) |𝑧 (𝑥,𝛾 (𝑥)) |
|𝜕𝑑𝑤 (𝑥,𝛾 (𝑥)) |

∀𝑥 ∈ 𝐵.

In order to pass to the limit in the outer integral, we need an upper bound. To this end, let 0 < 𝜀 <

inf{|𝜕𝑤𝑑 (𝑥,𝛾 (𝑥)) | | 𝑥 ∈ 𝐵} be given. By uniform continuity, we nd 𝛿 > 0, such that

|𝑧 (𝑥,𝛾 (𝑥) + ℎ) − 𝑧 (𝑥,𝛾 (𝑥)) | ≤ 𝜀 ∀|ℎ | ≤ 𝛿, 𝑥 ∈ 𝐵
|𝑤 (𝑥,𝛾 (𝑥) + ℎ) −𝑤 (𝑥,𝛾 (𝑥)) − 𝜕𝑑𝑤 (𝑥,𝛾 (𝑥))ℎ | ≤ 𝜀 |ℎ | ∀|ℎ | ≤ 𝛿, 𝑥 ∈ 𝐵

hold. Similarly to the proof of Lemma 3.3 (i), we nd 𝑡0 > 0, such that Ω𝑡,𝑥 ⊂ 𝛾 (𝑥) + [−𝛿, 𝛿] for all
𝑡 ∈ (0, 𝑡0). Thus, we can apply Lemma 3.3 (ii), and this yields the integrable bound

1
𝑡

∫
Ω𝑡,𝑥

𝜓 (𝑥, 𝑦)𝜑 (𝑥, 𝑦) d𝜆1(𝑦) ≤ 1
𝑡
𝜆1(Ω𝑡,𝑥 )𝑀 ≤ 𝑀

|𝑧 (𝑥,𝛾 (𝑥)) | + 2𝜀
|𝜕𝑑𝑤 (𝑥,𝛾 (𝑥)) | − 𝜀

where𝑀 is an upper bound for |𝜓𝜑 |. Thus, we can apply the dominated convergence theorem to obtain

1
𝑡

∫
Ω𝑡∩(𝐵×𝐼 )

𝜓𝜑 d𝜆 →
∫
𝐵

𝜓 (𝑥,𝛾 (𝑥))𝜑 (𝑥,𝛾 (𝑥)) |𝑧 (𝑥,𝛾 (𝑥)) |
|𝜕𝑑𝑤 (𝑥,𝛾 (𝑥)) |

d𝜆𝑑−1(𝑥) .

By dierentiating𝑤 (𝑥,𝛾 (𝑥)) = 0, we obtain −𝜕𝑖𝑤 (𝑥,𝛾 (𝑥)) = 𝜕𝑑𝑤 (𝑥,𝛾 (𝑥))𝜕𝑖𝛾 (𝑥) for all 𝑖 = 1, . . . , 𝑑 − 1.
Thus,

|∇𝑤 (𝑥,𝛾 (𝑥)) |2 = |𝜕𝑑𝑤 (𝑥,𝛾 (𝑥)) |2( |𝛾 ′(𝑥) |2 + 1).
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This yields ∫
𝐵

(
𝜓𝜑 |𝑧 |
|𝜕𝑑𝑤 |

)
| (𝑥,𝛾 (𝑥)) d𝜆𝑑−1(𝑥) =

∫
𝐵

(
𝜓𝜑 |𝑧 |
|∇𝑤 |

)
| (𝑥,𝛾 (𝑥))

√︁
1 + |𝛾 ′(𝑥) |2 d𝜆𝑑−1(𝑥)

=

∫
𝑍∩(𝐵×𝐼 )

𝜓𝜑 |𝑧 |
|∇𝑤 | dH

𝑑−1.

The compact set 𝑍 can be covered by nitely many, possibly rotated and translated sets 𝐵 × 𝐼 of type
(3.7). The proof is then nished using a standard partition-of-unity argument. �

As in Theorem 3.4, we will often work with 𝑤 ∈ 𝐶1(Ω) such that {𝑤 = 0} ∩ {∇𝑤 = 0} = ∅. This
condition means ∇𝑤 ≠ 0 everywhere on {𝑤 = 0}. From Stampacchia’s lemma, we have ∇𝑤 = 0 a.e. on
{𝑤 = 0}. Thus, 𝜆({𝑤 = 0}) = 0. We will now apply Theorem 3.4 to obtain a second-order expansion
of𝑤 ↦→ max(𝑤, 0).
Lemma 3.5. Dene 𝑗 : ℝ → ℝ by 𝑗 (𝑤) := max(𝑤, 0). Let a function 𝑤 ∈ 𝐶1(Ω) be given such that
{𝑤 = 0} ∩ {∇𝑤 = 0} = ∅. Let 𝑧𝑘 → 𝑧 in 𝐶 (Ω̄) with supp 𝑧𝑘 ⊂ 𝐾 for some compact 𝐾 ⊂ Ω. Let 𝑡𝑘 ↘ 0.
Then we have

(3.8) lim
𝑘→∞

2
𝑡2
𝑘

∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧𝑘 ) d𝜆 =

∫
{𝑤=0}

𝑧2

|∇𝑤 | dH
𝑑−1 ∈ [0,∞)

for 𝑘 →∞.

Proof. We rst consider the situation that 𝑧𝑘 does not depend on 𝑘 . For every 𝑘 ∈ ℕ, we dene the set
Ω𝑘 := {sign(𝑤) ≠ sign(𝑤 + 𝑡𝑘𝑧)} and have∫

Ω
𝑗 (𝑤 + 𝑡𝑘𝑧) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧) d𝜆 =

∫
Ω𝑘

|𝑤 + 𝑡𝑘𝑧 | d𝜆 =

∫
Ω𝑘

𝑡𝑘 |𝑧 | − |𝑤 | d𝜆.

Now, the claim follows from (3.6b) and (3.6c).
For the general case, we consider

𝐼𝑘 :=
∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧𝑘 ) d𝜆 −

∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧) d𝜆

=

∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤 + 𝑡𝑘𝑧) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧𝑘 − 𝑧) d𝜆.

Here, we used 𝜆({𝑤 = 0}) = 0, which implies 𝑗 ′(𝑤 ; 𝑧𝑘 ) − 𝑗 ′(𝑤 ; 𝑧) = 𝑗 ′(𝑤 ; 𝑧𝑘 − 𝑧). The absolute
value of the integrand can be estimated by 2𝑡𝑘 |𝑧𝑘 − 𝑧 |, and it vanishes on the complement of 𝐴𝑘 :=
{|𝑤 | ≤ (‖𝑧‖𝐿∞ (𝜆) + ‖𝑧𝑘 ‖𝐿∞ (𝜆) )𝑡𝑘 } ∩ 𝐾 . By [14, Lemma 3.2], there exists 𝑐 > 0 such that 𝜆(𝐴𝑘 ) ≤
𝑐 (‖𝑧‖𝐿∞ (𝜆) + ‖𝑧𝑘 ‖𝐿∞ (𝜆) )𝑡𝑘 . Hence, it follows

2
𝑡2
𝑘

|𝐼𝑘 | ≤
4
𝑡𝑘
𝜆(𝐴𝑘 )‖𝑧𝑘 − 𝑧‖𝐿∞ (𝜆) → 0,

which proves the claim for the general case. �

In the next step, we want to drop the assumption that 𝑧 is compactly supported in Ω. Interestingly,
the result of the previous Lemma 3.5 is not valid anymore in this case. In particular, we can no longer
choose 𝑧𝑘 ≡ 𝑧 in (3.8), as the following example shows.
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Example 3.6.We take Ω = (0, 2) ⊂ ℝ. On (0, 1), the functions 𝑤 and 𝑧 are given by 𝑤 (𝑠) = 𝑠3 and
𝑧 (𝑠) = −𝑠 . We extend these functions to (0, 2), such that 𝑤 ∈ 𝐶1(Ω) ∩𝐶0(Ω), 𝑧 ∈ 𝐶0(Ω) and 𝑤 > 0,
𝑤 + 𝑧 > 0 on (1, 2). For 𝑡 ∈ (0, 1), we set

Ω𝑡 := {sign(𝑤) ≠ sign(𝑤 + 𝑡𝑧)} = (0,
√
𝑡] .

A short computation shows∫
Ω
𝑗 (𝑤 + 𝑡𝑧) − 𝑗 (𝑤) − 𝑡 𝑗 ′(𝑤 ; 𝑧) d𝜆 =

∫ √
𝑡

0
𝑡𝑠 − 𝑠3 d𝜆(𝑠) = 𝑡2

4 .

Hence
lim
𝑡→0

2
𝑡2

∫
Ω
𝑗 (𝑤 + 𝑡𝑧) − 𝑗 (𝑤) − 𝑡 𝑗 ′(𝑤 ; 𝑧) d𝜆 =

1
2 .

However, the boundary integral
∫
{𝑤=0}

𝑧2

|∇𝑤 | dH
𝑑−1 vanishes due to {𝑤 = 0} = ∅. Hence, (3.8) is not

true for 𝑧𝑘 ≡ 𝑧.
This example shows that we cannot expect (3.8) to hold for all sequences (𝑧𝑘 ) converging to some

non-compactly supported 𝑧. In the next lemma, we show that there exists a sequence (𝑧𝑘 ) ⊂ 𝐶𝑐 (Ω)
with 𝑧𝑘 → 𝑧 in𝐶0(Ω) such that equality holds in the limit (3.8). In the general case, we have to replace
in (3.8) the limit by the limit inferior and the equality sign by an inequality sign.
Lemma 3.7. Dene 𝑗 : ℝ → ℝ by 𝑗 (𝑤) := max(𝑤, 0). Let a function 𝑤 ∈ 𝐶1(Ω) be given such that
{𝑤 = 0} ∩ {∇𝑤 = 0} = ∅. Let 𝑧 ∈ 𝐶0(Ω) be given. For all sequences 𝑡𝑘 ↘ 0 and 𝑧𝑘 → 𝑧 in 𝐶0(Ω), we
have

lim inf
𝑘→∞

2
𝑡2
𝑘

∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧𝑘 ) d𝜆 ≥

∫
{𝑤=0}

𝑧2

|∇𝑤 | dH
𝑑−1 ∈ [0,∞] .

Moreover, for every sequence 𝑡𝑘 ↘ 0 there exists 𝐶𝑐 (Ω) 3 𝑧𝑘 → 𝑧 in 𝐶0(Ω), such that

lim
𝑘→∞

2
𝑡2
𝑘

∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧𝑘 ) d𝜆 =

∫
{𝑤=0}

𝑧2

|∇𝑤 | dH
𝑑−1 ∈ [0,∞] .

Proof. Let 𝑡𝑘 ↘ 0 and 𝑧𝑘 → 𝑧 in 𝐶0(Ω) be arbitrary. For every𝜓 ∈ 𝐶𝑐 (Ω), 0 ≤ 𝜓 ≤ 1, we have∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧𝑘 ) d𝜆 ≥

∫
Ω
𝜓 ( 𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧𝑘 )) d𝜆

≥
∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝜓𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ;𝜓𝑧𝑘 ) d𝜆,

where we used the non-negativity of the integrand in the rst inequality, and the convexity of 𝑗 and
positive homogeneity of 𝑗 ′ in the second inequality. For the term on the right-hand side, we can apply
Lemma 3.5 and obtain

lim inf
𝑘→∞

2
𝑡2
𝑘

∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧𝑘 ) d𝜆 ≥

∫
{𝑤=0}

(𝜓𝑧)2
|∇𝑤 | dH

𝑑−1.

Taking the supremum over all possible𝜓 yields the rst claim.
To address the second claim, we start by a sequence𝐶𝑐 (Ω) 3 𝑧𝑛 → 𝑧 such that |𝑧𝑛 | is monotonically

increasing. We use a diagonal sequence argument as in [11, Lemma 2.12(ii)]: Due to Lemma 3.5, we nd
a strictly increasing sequence 𝐾𝑛 such that����� 2𝑡2

𝑘

∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧𝑛) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧𝑛) d𝜆 −

∫
{𝑤=0}

𝑧2𝑛
|∇𝑤 | dH

𝑑−1

����� ≤ 1
𝑛
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holds for all 𝑛 ∈ ℕ and 𝑘 ≥ 𝐾𝑛 . We redene 𝐾1 := 1 and set 𝑛𝑘 := sup{𝑛 ∈ ℕ | 𝐾𝑛 ≤ 𝑘} for all 𝑘 ∈ ℕ,
which is nite, since 𝐾𝑛 →∞. Then, it holds 𝑘 ≥ 𝐾𝑛𝑘 for all 𝑘 by denition and 𝑛𝑘 →∞monotonously
for 𝑘 →∞. Now, we dene 𝑧𝑘 := 𝑧𝑛𝑘 and this yields����� 2𝑡2

𝑘

∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤 ; 𝑧𝑘 ) d𝜆 −

∫
{𝑤=0}

𝑧2
𝑘

|∇𝑤 | dH
𝑑−1

����� ≤ 1
𝑛𝑘
→ 0,

where the inequality holds for all 𝑘 ∈ ℕ with 𝑛𝑘 ≥ 2. Due to 𝑛𝑘 → ∞, we have 𝑧𝑘 → 𝑧 in 𝐶0(Ω).
Since (𝑛𝑘 ) is monotonically increasing, |𝑧𝑘 | is monotonically increasing as well. Thus, the monotone
convergence theorem yields∫

{𝑤=0}

𝑧2
𝑘

|∇𝑤 | dH
𝑑−1 →

∫
{𝑤=0}

𝑧2

|∇𝑤 | dH
𝑑−1.

This proves the second claim. �

This lemma shows that 𝐽 is strongly-strongly twice epi-dierentiable in the sense of Denition 3.2
and the strong second subderivative is given by

(3.9) 𝐽 ′′(𝑤 ; 𝑧) =
∫
{𝑤=0}

𝑧2

|∇𝑤 | dH
𝑑−1.

A similar result has been obtained in [8, Theorem 5.2.14] without using the strong regularity condition
{𝑤 = 0} ∩ {∇𝑤 = 0} = ∅. Therein, the constructed recovery sequence converges in 𝐻 1

0(Ω), whereas
Lemma 3.7 gives uniform convergence.

Next, we address a function 𝑗 without kinks.
Lemma 3.8. Let 𝑗 ∈ 𝐶1(ℝ) with locally Lipschitz continuous 𝑗 ′ and such that

𝑗 ′′(𝑤 ; 𝑧) := lim
𝑡↘0
𝑧→𝑧

2
𝑡2
( 𝑗 (𝑤 + 𝑡𝑧) − 𝑗 (𝑤) − 𝑡 𝑗 ′(𝑤)𝑧) ∈ ℝ

exists for all𝑤, 𝑧 ∈ ℝ.
Let𝑤 ∈ 𝐶1(Ω) be bounded. Let 𝑧𝑘 → 𝑧 in 𝐶 (Ω̄). Let 𝑡𝑘 ↘ 0. Then we have

2
𝑡2
𝑘

∫
Ω
𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤)𝑧𝑘 d𝜆 →

∫
Ω
𝑗 ′′(𝑤 ; 𝑧) d𝜆 ∈ ℝ

for 𝑘 →∞.

Proof. By the boundedness of𝑤 and the Lipschitz continuity of 𝑗 ′, 2
𝑡2
𝑘

( 𝑗 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝑗 (𝑤) − 𝑡𝑘 𝑗 ′(𝑤)𝑧𝑘 )
is uniformly bounded. Then the claim follows by dominated convergence. �

Remark 3.9. It is an open question, whether the integral functional in Lemma 3.8 is strongly-strongly
twice epi-dierentiable on𝐶0(Ω) if 𝑗 is assumed to be second-order epi-dierentiable, only. In particular,
the existence of a recovery sequence seems to be impossible to prove. For dierentiation of integral
functionals on 𝐿𝑝-spaces, this was done in [15, Section 5] for convex and in [16] for non-convex
functions. In order to construct the recovery sequence, a selection theorem for measurable multi-
functions was used [16, Thm. 1.4]. It is unclear, under which assumptions on 𝑗 this multi-function
allows for a continuous selection without assuming continuity of𝑤 ↦→ 𝑗 ′′(𝑤 ; 𝑧).
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Remark 3.10. Since 𝑗 : ℝ → ℝ, we can omit the limit “𝑧 → 𝑧” in the denition of 𝑗 ′′(𝑤 ; 𝑧), i.e., it is
sucient to require

𝑗 ′′(𝑤 ; 𝑧) = lim
𝑡↘0

2
𝑡2
( 𝑗 (𝑤 + 𝑡𝑧) − 𝑗 (𝑤) − 𝑡 𝑗 ′(𝑤)𝑧) ∈ ℝ.

By construction, 𝑧 ↦→ 𝑗 ′′(𝑤 ; 𝑧) is positively 2-homogeneous. Hence, 𝑗 ′′(𝑤 ; ·) is determined by the
values 𝑗 ′′(𝑤 ; 𝑧) for 𝑧 ∈ {−1, +1}.

By combining the previous two lemmas, we obtain the convergence of a second-order dierence
quotient associated with piecewise smooth functions.
Assumption 3.11. Let 𝑗0 ∈ 𝐶1(ℝ) with locally Lipschitz continuous 𝑗 ′0 be given such that

𝑗 ′′0 (𝑤 ; 𝑧) := lim
𝑡↘0

2
𝑡2
( 𝑗0(𝑤 + 𝑡𝑧) − 𝑗0(𝑤) − 𝑡 𝑗 ′0(𝑤)𝑧) ∈ ℝ

exists for all 𝑤, 𝑧 ∈ ℝ. Let 𝑚 ∈ ℕ, positive numbers 𝑎𝑖 , 𝑖 = 1 . . .𝑚, and distinct numbers 𝑏𝑖 ∈ ℝ,
𝑖 = 1 . . .𝑚 be given. We dene 𝑗 : ℝ→ ℝ and 𝐽 : 𝐶0(Ω) → ℝ via

𝑗 (𝑤) := 𝑗0(𝑤) +
𝑚∑︁
𝑖=1

𝑎𝑖 |𝑤 − 𝑏𝑖 |, 𝐽 (𝑤) :=
∫
Ω
𝑗 (𝑤 (𝜔)) d𝜆(𝜔).

Theorem 3.12.We consider the setting of Assumption 3.11. Let a bounded𝑤 ∈ 𝐶1(Ω) be given such that

(3.10) {𝑤 = 𝑏𝑖} ∩ {∇𝑤 = 0} = ∅ ∀𝑖 = 1 . . .𝑚.

Then 𝐽 is (Gâteaux) dierentiable at𝑤 with

𝐽 ′(𝑤)𝑧 =
∫
Ω

(
𝑗 ′0(𝑤) +

𝑚∑︁
𝑖=1

𝑎𝑖 sign(𝑤 − 𝑏𝑖)
)
𝑧 d𝜆.

For 𝑧 ∈ 𝐶0(Ω), we dene

(3.11) 𝐽 ′′(𝑤 ; 𝑧) :=
∫
Ω
𝑗 ′′0 (𝑤 ; 𝑧) d𝜆 +

𝑚∑︁
𝑖=1

2𝑎𝑖
∫
{𝑤=𝑏𝑖 }

𝑧2

|∇𝑤 | dH
𝑑−1 ∈ (−∞,∞] .

Let 𝑧 ∈ 𝐶0(Ω) be given. For all sequences 𝑡𝑘 ↘ 0 and 𝑧𝑘 → 𝑧 in 𝐶0(Ω), we have

lim inf
𝑘→∞

𝐽 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝐽 (𝑤) − 𝑡𝑘 𝐽 ′(𝑤)𝑧𝑘
𝑡2
𝑘
/2

≥ 𝐽 ′′(𝑤 ; 𝑧) .

Moreover, for every sequence 𝑡𝑘 ↘ 0 there exists 𝐶𝑐 (Ω) 3 𝑧𝑘 → 𝑧 in 𝐶0(Ω), such that

lim
𝑘→∞

𝐽 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝐽 (𝑤) − 𝑡𝑘 𝐽 ′(𝑤)𝑧𝑘
𝑡2
𝑘
/2

= 𝐽 ′′(𝑤 ; 𝑧).

Thus, 𝐽 is strongly-strongly twice epi-dierentiable at𝑤 for 𝐽 ′(𝑤) with 𝐽 ′′(𝑤, 𝐽 ′(𝑤); 𝑧) := 𝐽 ′′(𝑤 ; 𝑧).

Proof. We can write |𝑤 − 𝑏𝑖 | = 2max(𝑤 − 𝑏𝑖 , 0) − (𝑤 − 𝑏𝑖). The functions 𝑤𝑖 := 𝑤 − 𝑏𝑖 satisfy the
requirements of Lemma 3.7. The rst claim is now a direct consequence of Lemma 3.7 and Lemma 3.8.
To prove the second claim, i.e., the existence of a recovery sequence, we use the diagonal sequence
argument of the proof of Lemma 3.7. Let𝐶𝑐 (Ω) 3 𝑧𝑛 → 𝑧 be a sequence such that |𝑧𝑛 | is monotonically
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increasing. Dene 𝑗𝑖 (𝑤) := max(𝑤 −𝑏𝑖 , 0). Then dene a strictly increasing sequence 𝐾𝑛 ∈ ℕ with the
property that ����� 2𝑡2

𝑘

∫
Ω
𝑗𝑖 (𝑤 + 𝑡𝑘𝑧𝑛) − 𝑗𝑖 (𝑤) − 𝑡𝑘 𝑗 ′𝑖 (𝑤 ; 𝑧𝑛) d𝜆 −

∫
{𝑤=𝑏𝑖 }

𝑧2𝑛
|∇𝑤 | dH

𝑑−1

����� ≤ 1
𝑛

holds for all 𝑖 = 1 . . .𝑚, 𝑛 ∈ ℕ, and 𝑘 ≥ 𝐾𝑛 . This is possible due to Lemma 3.5. Now we can conclude as
in the proof of Lemma 3.7. Due to Lemma 3.8 we get the convergence of the second-order dierence
quotients for the full functional 𝐽 . �

Corollary 3.13.We consider the setting of Assumption 3.11 with a convex 𝑗0. Let a bounded 𝑤 ∈ 𝐶1(Ω)
satisfy (3.10). Then the mapping 𝑧 ↦→ 𝐽 ′′(𝑤 ; 𝑧) is convex.
It remains to compute the convex conjugate of 𝑧 ↦→ 𝐽 ′′(𝑤 ; 𝑧). For a measurable subsetZ ⊂ Ω, we

utilize the measureH𝑑−1 |Z given by

H𝑑−1 |Z (𝐴) := H𝑑−1(𝐴 ∩Z) ∀𝐴 ∈ B(Ω) .

Theorem 3.14.We consider the setting of Assumption 3.11 with a convex 𝑗0. Let a bounded 𝑤 ∈ 𝐶1(Ω)
satisfy (3.10). We set

(3.12) Z :=
𝑚⋃
𝑖=1
{𝑤 = 𝑏𝑖}

and dene 𝑎 : Z → ℝ by

𝑎(𝜔) = 𝑎𝑖 if𝑤 (𝜔) = 𝑏𝑖 .

Assume

(3.13)
∫
Z

1
|∇𝑤 | dH

𝑑−1 < +∞.

Let 𝜇 ∈ M(Ω). If there exist densities 𝑣1 ∈ 𝐿1(𝜆), 𝑣2 ∈ 𝐿1(H𝑑−1 |Z) such that 𝜇 = 𝑣1𝜆 + 𝑣2H𝑑−1 |Z then(
1
2 𝐽
′′(𝑤 ; ·)

)★
(𝜇) = 1

2

∫
Z

|∇𝑤 |
2𝑎 𝑣22 dH𝑑−1 +

∫
Ω

(
1
2 𝑗
′′
0 (𝑤 ; ·)

)★
(𝑣1) d𝜆 ∈ [0, +∞] .

Otherwise
( 1
2 𝐽
′′(𝑤 ; ·)

)★(𝜇) = +∞.
Proof. We are going to apply Theorem 3.1. To this end, we have to write 1

2 𝐽
′′(𝑤 ; ·) as an integral

functional. Therefore, we dene the measure

𝜈 := 𝜆 + H𝑑−1 |Z

and the integrand 𝜄 : Ω ×ℝ→ ℝ by

𝜄 (𝜔, 𝑧) := 1
2

{ 2𝑎 (𝜔)
|∇𝑤 (𝜔) |𝑧

2 if 𝜔 ∈ Z,
𝑗 ′′0 (𝑤 (𝜔); 𝑧) if 𝜔 ∉ Z.
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Note that we have 𝜆(Z) = 0. Thus∫
Ω
𝜄 (𝜔, 𝑧 (𝜔)) d𝜈 (𝜔) =

∫
Z
𝜄 (𝜔, 𝑧 (𝜔)) d𝜈 (𝜔) +

∫
Ω\Z

𝜄 (𝜔, 𝑧 (𝜔)) d𝜈 (𝜔)

=

∫
Z
𝜄 (𝜔, 𝑧 (𝜔)) dH𝑑−1 |Z (𝜔) +

∫
Ω\Z

𝜄 (𝜔, 𝑧 (𝜔)) d𝜆(𝜔)

=
1
2

∫
Z

2𝑎(𝜔)
|∇𝑤 (𝜔) |𝑧

2 dH𝑑−1 |Z (𝜔) +
1
2

∫
Ω\Z

𝑗 ′′0 (𝑤 (𝜔), 𝑧 (𝜔)) d𝜆(𝜔)

=
1
2

∫
Z

2𝑎(𝜔)
|∇𝑤 (𝜔) |𝑧

2 dH𝑑−1(𝜔) + 1
2

∫
Ω
𝑗 ′′0 (𝑤 (𝜔), 𝑧 (𝜔)) d𝜆(𝜔)

=
1
2 𝐽
′′(𝑤 ; 𝑧) .

It is clear that 𝜈 satises the assumptions of Theorem 3.1 and that 𝜄 is a convex Carathéodory function.
The integrability 𝜄 (·, 𝑥) ∈ 𝐿1(𝜈) for all 𝑥 ∈ ℝ is a consequence of (3.13). Thus, all assumptions of
Theorem 3.1 are satised and therefore, we obtain(

1
2 𝐽 (𝑤 ; ·)

)★
(𝜇) =

{∫
Ω
𝜄★
(
𝜔,

d𝜇
d𝜈 (𝜔)

)
d𝜈 (𝜔) if 𝜇 � 𝜈,

+∞ otherwise

for all 𝜇 ∈ M(Ω). Next, we compute the conjugate of 𝜄 (𝜔, ·). From the denition of 𝜄, we get

𝜄★(𝜔, 𝑦) :=
{

1
2
|∇𝑤 (𝜔) |
2𝑎 (𝜔) 𝑦

2 if 𝜔 ∈ Z,( 1
2 𝑗
′′
0 (𝑤 (𝜔); ·)

)★ (𝑦) if 𝜔 ∉ Z.

Since the measures 𝜆 andH𝑑−1 |Z are singular, it is clear that 𝜇 � 𝜈 if and only if

𝜇 |Ω\Z � 𝜆 and 𝜇 |Z � H𝑑−1 |Z .

This is, in turn, equivalent to the existence of densities 𝑣1 ∈ 𝐿1(𝜆), 𝑣2 ∈ 𝐿1(H𝑑−1 |Z) such that 𝜇 =

𝑣1𝜆 + 𝑣2H𝑑−1 |Z . In this case we have(
1
2 𝐽 (𝑤 ; ·)

)★
(𝜇) =

∫
Ω
𝜄★(𝜔, 𝑣1(𝜔)) d𝜆(𝜔) +

∫
Z
𝜄★(𝜔, 𝑣2(𝜔)) dH𝑑−1(𝜔) .

From the structure of 𝜄★, the assertion of the structure of
( 1
2 𝐽 (𝑤 ; ·)

)★(𝜇) follows.
Since

( 1
2 𝑗
′′
0 (𝑤 (𝜔); ·)

)★ (𝑦) ≥ − 𝑗 ′′0 (𝑤 (𝜔); 0) = 0 by denition of convex conjugation, the non-
negativity of

( 1
2 𝐽
′′(𝑤 ; ·)

)★(𝜇) follows. �

Remark 3.15. As 𝑗0 : ℝ→ ℝ, we have

𝑗 ′′0 (𝑤 (𝜔); 𝑧) = 𝑗 ′′0 (𝑤 (𝜔); sign(𝑧))𝑧2,

which implies (
1
2 𝑗
′′
0 (𝑤 (𝜔); ·)

)★
(𝑦) =

{
1
2

1
𝑗 ′′0 (𝑤 (𝜔) ;sign(𝑦))

𝑦2 if 𝑗 ′′0 (𝑤 (𝜔); sign(𝑦)) ≠ 0,
𝛿 {0} (𝑦) otherwise.
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3.2 difference quotients of subdifferentials

Next, we study the limiting behaviour of a dierence quotient of subdierentials, i.e., we show that

ℎ𝑘 ∈
𝜕𝐽 (𝑤 + 𝑡𝑘𝑧) − 𝜕𝐽 (𝑤)

𝑡𝑘

converges in an appropriate way towards an element from 1
2 𝜕𝐽
′′(𝑤, 𝑥 ; ·) (𝑧), where 𝑥 ∈ 𝜕𝐽 (𝑤) under

appropriate assumptions on𝑤 and 𝑧. Again, we separate the smooth part in 𝐽 from the kinks.
Lemma 3.16. Let 𝐽 be dened via (3.1) with 𝑗 (𝑤) := max(𝑤, 0). Let 𝑤 ∈ 𝐶1(Ω) be given such that
{𝑤 = 0} ∩ {∇𝑤 = 0} = ∅ and choose 𝑥 ∈ 𝜕𝐽 (𝑤). Further, let 𝑧 ∈ 𝐶𝑐 (Ω) be arbitrary. Then, for every
sequence (𝑡𝑘 ) ⊂ ℝ+ with 𝑡𝑘 ↘ 0, we can select a sequence (ℎ𝑘 ) ⊂ M(Ω) with

ℎ𝑘 ∈
𝜕𝐽 (𝑤 + 𝑡𝑘𝑧) − 𝑥

𝑡𝑘
∀𝑘 ∈ ℕ

such that

(3.14) ℎ𝑘
★
⇀ ℎ, ‖ℎ𝑘 ‖M(Ω) → ‖ℎ‖M(Ω) ,

where ℎ ∈ 1
2 𝜕𝐽
′′(𝑤, 𝑥 ; ·) (𝑧).

Note that the structural assumption on𝑤 implies that 𝜕𝐽 (𝑤) and 𝜕𝐽 ′′(𝑤, 𝑥 ; ·) (𝑧) are singletons, i.e.,
𝑥 and ℎ are uniquely determined by𝑤 and 𝑧. Moreover, we even have ℎ𝑘 ∈ 𝐿1(𝜆), but the limit is, in
general, only a measure.

Proof. We dene
𝑥𝑘 := 𝜒 {𝑤+𝑡𝑘𝑧>0} + 𝜒 {𝑤+𝑡𝑘𝑧=0,𝑤<0}

and ℎ𝑘 := (𝑥𝑘 − 𝑥)/𝑡𝑘 . Then, it is clear that 𝑥𝑘 ∈ 𝜕𝐽 (𝑤 + 𝑡𝑘𝑧) and an easy distinction by cases shows

ℎ𝑘 =
1
𝑡𝑘

sign(𝑧)𝜒Ω𝑘
,

where Ω𝑘 := {sign(𝑤) ≠ sign(𝑤 + 𝑡𝑘𝑧)}. Further, we note that the measure ℎ satises

〈ℎ,𝜓 〉 =
∫
{𝑤=0}

𝜓𝑧

|∇𝑤 | dH
𝑑−1 ∀𝜓 ∈ 𝐶0(Ω),

see (3.9). In order to prove (3.14), we are going to apply Theorem 3.4. For an arbitrary𝜓 ∈ 𝐶0(Ω), we
apply (3.6b) to obtain

〈ℎ𝑘 ,𝜓 〉 =
1
𝑡𝑘

∫
Ω𝑘

𝜓 sign(𝑧) d𝜆 →
∫
{𝑤=0}

𝜓𝑧

|∇𝑤 | dH
𝑑−1 = 〈ℎ,𝜓 〉.

The convergence of norms follows from

‖ℎ‖M(Ω) =
∫
{𝑤=0}

|𝑧 |
|∇𝑤 | dH

𝑑−1, ‖ℎ𝑘 ‖M(Ω) = ‖ℎ𝑘 ‖𝐿1 (𝜆) =
1
𝑡𝑘

∫
Ω𝑘

1 d𝜆

and (3.6a). �

Next, we address dierentiable integrands. To this end, we show that the dierentiability assumption
on 𝑗 from Lemma 3.8 is equivalent to the directional dierentiability of the rst derivative.
Lemma 3.17. Let 𝑗 ∈ 𝐶1(ℝ) with locally Lipschitz continuous 𝑗 ′ and𝑤, 𝑧 ∈ ℝ be given. Then, the statements
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(i) 𝑗 ′′(𝑤 ; 𝑧) := lim𝑡↘0
2
𝑡2 ( 𝑗 (𝑤 + 𝑡𝑧) − 𝑗 (𝑤) − 𝑡 𝑗

′(𝑤)𝑧) ∈ ℝ exists

(ii) 𝐷2 𝑗 (𝑤 ; 𝑧) := lim𝑡↘0
𝑗 ′ (𝑤+𝑡𝑧)−𝑗 ′ (𝑤)

𝑡
∈ ℝ exists

are equivalent and we have 𝑗 ′′(𝑤 ; 𝑧) = 𝐷2 𝑗 (𝑤 ; 𝑧)𝑧.

Proof. “(ii)⇒(i)”: From (ii) we have 𝑗 ′(𝑤 + 𝑠𝑧) − 𝑗 ′(𝑤) = 𝐷2 𝑗 (𝑤 ; 𝑧)𝑠 + o(𝑠) as 𝑠 ↘ 0. Thus, the
fundamental theorem of calculus implies

𝑗 (𝑤 + 𝑡𝑧) − 𝑗 (𝑤) − 𝑡 𝑗 ′(𝑤)𝑧 =
∫ 𝑡

0

(
𝑗 ′(𝑤 + 𝑠𝑧) − 𝑗 ′(𝑤)

)
𝑧 d𝑠 = 𝐷2 𝑗 (𝑤 ; 𝑧) 𝑡

2

2 𝑧 + o(𝑡2)

as 𝑡 ↘ 0. This proves (i) with 𝑗 ′′(𝑤 ; 𝑧) = 𝐷2 𝑗 (𝑤 ; 𝑧)𝑧.
“(i)⇒(ii)”: In case 𝑧 = 0, the assertion is clear. It is sucient to consider 𝑧 ≠ 0. We denote by 𝐿 the

Lipschitz constant of 𝑗 ′ on [𝑤 − |𝑧 |,𝑤 + |𝑧 |]. Further, we dene

𝑞(𝑡) := 𝑗 (𝑤 + 𝑡𝑧) − 𝑗 (𝑤) − 𝑡 𝑗 ′(𝑤)𝑧 − 𝑡
2

2 𝑗
′′(𝑤 ; 𝑧) .

Let 𝜀 ∈ (0, 1) be arbitrary. Due to (i), there exists 𝑡 = 𝑡𝜀 ∈ (0, 1] such that

|𝑞(𝑡) | ≤ 𝜀𝑡2 ∀𝑡 ∈ [0, 𝑡] .

For an arbitrary 𝑡1 ∈ (0, 𝑡], we x 𝑡0 := (1 −
√
𝜀)𝑡1 ∈ (0, 𝑡1). Then we have

𝑞(𝑡1) − 𝑞(𝑡0)
𝑡1 − 𝑡0

=
𝑗 (𝑤 + 𝑡1𝑧) − 𝑗 (𝑤 + 𝑡0𝑧)

𝑡1 − 𝑡0
− 𝑗 ′(𝑤)𝑧 − 𝑡1 𝑗 ′′(𝑤 ; 𝑧) + 𝑡1 − 𝑡02 𝑗 ′′(𝑤 ; 𝑧) .

Using the Lipschitz continuity of 𝑗 ′, we get���� 𝑗 (𝑤 + 𝑡1𝑧) − 𝑗 (𝑤 + 𝑡0𝑧)𝑡1 − 𝑡0
− 𝑗 ′(𝑤 + 𝑡1𝑧)𝑧

���� = ����∫ 𝑡1

𝑡0

𝑗 ′(𝑤 + 𝑠𝑧)𝑧 − 𝑗 ′(𝑤 + 𝑡1𝑧)𝑧
𝑡1 − 𝑡0

d𝑠
���� ≤ 𝐿2𝑧2(𝑡1 − 𝑡0) .

Putting these expressions together, we nd�� [ 𝑗 ′(𝑤 + 𝑡1𝑧) − 𝑗 ′(𝑤)]𝑧 − 𝑡1 𝑗 ′′(𝑤 ; 𝑧)
��

=

���� 𝑗 ′(𝑤 + 𝑡1𝑧)𝑧 − 𝑗 (𝑤 + 𝑡1𝑧) − 𝑗 (𝑤 + 𝑡0𝑧)𝑡1 − 𝑡0
+ 𝑞(𝑡1) − 𝑞(𝑡0)

𝑡1 − 𝑡0
− 𝑡1 − 𝑡02 𝑗 ′′(𝑤 ; 𝑧)

����
≤ 𝐿2𝑧

2(𝑡1 − 𝑡0) + 𝜀
𝑡21 + 𝑡20
𝑡1 − 𝑡0

+ 𝑡1 − 𝑡02 | 𝑗 ′′(𝑤 ; 𝑧) | ≤
(
𝐿

2𝑧
2 + 2 + 1

2 | 𝑗
′′(𝑤 ; 𝑧) |

)√
𝜀𝑡1.

Since 𝑡1 ∈ (0, 𝑡𝜀], 𝜀 ∈ (0, 1) were arbitrary, (ii) follows with 𝐷2 𝑗 (𝑤, 𝑧) = 𝑗 ′′(𝑤 ; 𝑧)/𝑧. �

Remark 3.18. The statement (ii)⇒(i) in Lemma 3.17 holds without the Lipschitz assumption on 𝑗 ′ and
this follows directly from the proof. The example 𝑗 (𝑠) = 𝑠3 sin(𝑠−1) shows that the other direction may
fail in absence of the Lipschitz assumption, since 𝑗 ′(𝑠) = 3𝑠2 sin(𝑠−1)−𝑠 cos(𝑠−1) fails to be dierentiable
at 𝑠 = 0.
Lemma 3.19. Let 𝐽 be dened via (3.1) with 𝑗 ∈ 𝐶1(ℝ) with locally Lipschitz continuous 𝑗 ′, such that one
of the assumptions of Lemma 3.17 is satised. Let𝑤 ∈ 𝐶1(Ω) be bounded and set 𝑥 = 𝐽 ′(𝑤). Further, let
𝑧 ∈ 𝐶0(Ω) be arbitrary. Then, for every sequence (𝑡𝑘 ) ⊂ ℝ+ with 𝑡𝑘 ↘ 0, the sequence (ℎ𝑘 ) ⊂ M(Ω)
with

ℎ𝑘 := 𝐽 ′(𝑤 + 𝑡𝑘𝑧) − 𝑥
𝑡𝑘

∀𝑘 ∈ ℕ
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satises

(3.15) ℎ𝑘
★
⇀ ℎ, ‖ℎ𝑘 ‖M(Ω) → ‖ℎ‖M(Ω) ,

where ℎ ∈ M(Ω) is dened via

〈ℎ,𝜓 〉 =
∫
Ω
𝐷2 𝑗 (𝑤 ; 𝑧)𝜓 d𝜆 ∀𝜓 ∈ 𝐶0(Ω) .

Proof. We take 𝑥𝑘 = 𝐽 ′(𝑤 + 𝑡𝑘𝑧) and have

〈𝑥𝑘 ,𝜓 〉 =
∫
Ω
𝑗 ′(𝑤 + 𝑡𝑘𝑧)𝜓 d𝜆, 〈𝑥,𝜓 〉 =

∫
Ω
𝑗 ′(𝑤)𝜓 d𝜆.

Thus,

〈ℎ𝑘 ,𝜓 〉 =
∫
Ω

𝑗 ′(𝑤 + 𝑡𝑘𝑧) − 𝑗 ′(𝑤)
𝑡𝑘

𝜓 d𝜆, ‖ℎ𝑘 ‖M(Ω) =
∫
Ω

���� 𝑗 ′(𝑤 + 𝑡𝑘𝑧) − 𝑗 ′(𝑤)𝑡𝑘

���� d𝜆.
By dominated convergence, we get ℎ𝑘

★
⇀ ℎ and ‖ℎ𝑘 ‖M(Ω) → ‖ℎ‖M(Ω) . �

In the setting of Lemma 3.19, we even have ℎ,ℎ𝑘 ∈ 𝐿1(𝜆).
Now, we combine Lemmas 3.16 and 3.19.

Theorem 3.20. We consider the setting of Assumption 3.11 with a convex 𝑗0. Let a bounded𝑤 ∈ 𝐶1(Ω) be
given such that (3.10) holds and choose 𝑥 ∈ 𝜕𝐽 (𝑤). Further, let 𝑧 ∈ 𝐶𝑐 (Ω) be arbitrary. Then, for every
sequence (𝑡𝑘 ) ⊂ ℝ+ with 𝑡𝑘 ↘ 0, we can select a sequence (ℎ𝑘 ) ⊂ M(Ω) with

(3.16) ℎ𝑘 ∈
𝜕𝐽 (𝑤 + 𝑡𝑘𝑧) − 𝑥

𝑡𝑘
∀𝑘 ∈ ℕ

such that

(3.17) ℎ𝑘
★
⇀ ℎ, ‖ℎ𝑘 ‖M(Ω) → ‖ℎ‖M(Ω) ,

where ℎ ∈ 1
2 𝜕𝐽
′′(𝑤, 𝑥 ; ·) (𝑧), i.e.,

(3.18) 〈ℎ,𝜓 〉 =
∫
Ω

1
2 𝜕 𝑗

′′
0 (𝑤 ; ·) (𝑧)𝜓 d𝜆 +

𝑚∑︁
𝑖=1

2𝑎𝑖
∫
{𝑤=𝑏𝑖 }

𝑧𝜓

|∇𝑤 | dH
𝑑−1 ∀𝜓 ∈ 𝐶0(Ω) .

Note that the second integral in (3.18) is well dened since𝑤 satises (3.10) and since 𝑧 has a compact
support.

Proof. We dene the functionals

𝐽0(�̃�) :=
∫
Ω
𝑗 (�̃�) −

𝑚∑︁
𝑖=1

𝑎𝑖 (�̃� − 𝑏𝑖) d𝜆, 𝐽𝑖 (�̃�) :=
∫
Ω
max(�̃� − 𝑏𝑖 , 0) d𝜆 ∀�̃� ∈ 𝐶0(Ω),

which implies with 𝑎0 := 1
2

𝐽 (�̃�) =
𝑚∑︁
𝑖=0

2𝑎𝑖 𝐽𝑖 (�̃�) .
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Due to (3.10), these functionals are dierentiable at𝑤 and we select the unique elements 𝑥𝑖 ∈ 𝜕𝐽𝑖 (𝑤).
From Lemmas 3.16 and 3.19 we obtain sequences (ℎ𝑖

𝑘
) withℎ𝑖

𝑘
∈ 𝜕𝐽𝑖 (𝑤+𝑡𝑘𝑧)−𝑥𝑖

𝑡𝑘
andℎ𝑖

𝑘

★
⇀ ℎ𝑖 , ‖ℎ𝑖

𝑘
‖M(Ω) →

‖ℎ𝑖 ‖M(Ω) , where

〈ℎ0,𝜓 〉 =
∫
Ω
𝐷2 𝑗0(𝑤 ; 𝑧)𝜓 d𝜆 ∀𝜓 ∈ 𝐶0(Ω),

〈ℎ𝑖 ,𝜓 〉 =
∫
{𝑤=𝑏𝑖 }

𝑧𝜓

|∇𝑤 | dH
𝑑−1 ∀𝜓 ∈ 𝐶0(Ω), 𝑖 = 1, . . . ,𝑚.

From the relation 𝑗 ′′0 (𝑤 ; 𝑧) = 𝐷2 𝑗0(𝑤 ; 𝑧)𝑧, we get 1
2 𝜕 𝑗
′′
0 (𝑤 ; ·) (𝑧) = 𝐷2 𝑗0(𝑤 ; 𝑧). This implies

ℎ0 =
1
2 𝜕𝐽

′′
0 (𝑤 ; ·) (𝑧),

see Theorem 3.1. The sum rule of convex analysis implies that ℎ𝑘 :=
∑𝑚
𝑖=0 2𝑎𝑖ℎ𝑖𝑘 satises (3.16). The rst

limit relation in (3.17) is clear. The second relation follows from

‖ℎ‖ ≤ lim inf
𝑘→∞

‖ℎ𝑘 ‖ ≤ lim sup
𝑘→∞

‖ℎ𝑘 ‖ ≤
𝑚∑︁
𝑖=0

lim
𝑘→∞

2𝑎𝑖 ‖ℎ𝑖𝑘 ‖ =
𝑚∑︁
𝑖=0

2𝑎𝑖 ‖ℎ𝑖 ‖ = ‖ℎ‖.

In the last equality, we have used the precise structure of ℎ𝑖 . �

For a similar result in Hilbert spaces, we refer to [15, Theorem 3.9]. Therein, it is shown that the
strong twice epi-dierentiability of a functional 𝐽 is equivalent to 𝜕𝐽 being proto-dierentiable with
maximally monotone proto-derivative. The proof utilizes Attouch’s theorem on theMosco-convergence
of functionals and this is not available in non-reexive spaces, see [13, Theorem 2.5] and the comment
thereafter.

3.3 a localized descent lemma

As a last preparation, we state a localized descent lemma for 𝐽 at a point 𝑤 satisfying a structural
assumption.
Lemma 3.21.We consider the setting of Assumption 3.11. Further, let𝑤 ∈ 𝐶1(Ω) ∩𝐶0(Ω) be given such
that there exist 𝐶, 𝜂 > 0 with

(3.19)
𝑚∑︁
𝑖=1

𝜆({|𝑤 − 𝑏𝑖 | ≤ 𝜀}) ≤ 𝐶𝜀 ∀𝜀 ∈ [0, 𝜂] .

Then, 𝐽 is (Gâteaux) dierentiable at 𝑤 and we set 𝑥 = 𝐽 ′(𝑤). Moreover, there exists a constant Λ > 0
such that

(3.20) 𝐽 (𝑣) ≤ 𝐽 (𝑤) + 〈𝑥, 𝑣 −𝑤〉 + Λ

2 ‖𝑣 −𝑤 ‖
2
𝐶0 (Ω) ∀𝑣 ∈ 𝐶0(Ω) : ‖𝑣 −𝑤 ‖𝐶0 (Ω) ≤ 𝜂.

Proof. Due to (3.19), we have
𝑚∑︁
𝑖=1

𝜆({𝑤 = 𝑏𝑖}) = 0

and this is enough to ensure that 𝜕𝐽 (𝑤) is a singleton. Consequently, 𝐽 is (Gâteaux) dierentiable at𝑤 .
Next, it is easy to see that it is sucient to validate (3.20) for the components

𝐽0(𝑣) :=
∫
Ω
𝑗0(𝑣 (𝜔)) d𝜆(𝜔), 𝐽𝑖 (𝑣) :=

∫
Ω
|𝑣 − 𝑏𝑖 | d𝜆.
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Since 𝑗 ′0 is assumed to be locally Lipschitz, there exists a constant 𝐿 ≥ 0 such that

| 𝑗 ′0(𝑟 ) − 𝑗 ′0(𝑠) | ≤ 𝐿 |𝑟 − 𝑠 | ∀𝑟, 𝑠 ∈ [−𝑇,𝑇 ]

with𝑇 := ‖𝑤 ‖𝐶0 (Ω) + 𝜂. Let 𝑣 ∈ 𝐶0(Ω) with ‖𝑣 −𝑤 ‖𝐶0 (Ω) ≤ 𝜂 be given. The Lipschitz estimate implies

|〈𝐽 ′0 (𝑣) − 𝐽 ′0 (𝑤), 𝑧〉| ≤
∫
Ω
| 𝑗 ′0(𝑣 (𝜔)) − 𝑗 ′0(𝑤 (𝜔)) | |𝑧 | d𝜆(𝜔) ≤ 𝐿𝜆(Ω)‖𝑣 −𝑤 ‖𝐶0 (Ω) ‖𝑧‖𝐶0 (Ω) .

From Theorem 3.1 we know that 𝐽0 is (Gâteaux) dierentiable on 𝐶0(Ω). Hence, the fundamental
theorem of calculus implies

𝐽0(𝑣) − 𝐽0(𝑤) − 〈𝐽 ′0 (𝑤), 𝑣 −𝑤〉 =
∫ 1

0
〈𝐽 ′0 (𝑤 + 𝑡 (𝑣 −𝑤)) − 𝐽 ′0 (𝑤), 𝑣 −𝑤〉𝐶0 (Ω) d𝑡

≤ 𝐿𝜆(Ω)
∫ 1

0
𝑡 ‖𝑣 −𝑤 ‖2

𝐶0 (Ω) d𝑡 =
𝐿𝜆(Ω)

2 ‖𝑤 − 𝑣 ‖2
𝐶0 (Ω) .

Next, we consider 𝐽𝑖 for 𝑖 = 1, . . . ,𝑚. By using the identities

|𝑟 | = |𝑠 | + sign(𝑠) (𝑟 − 𝑠) if sign(𝑟 ) = sign(𝑠)
|𝑟 | ≤ |𝑠 | + sign(𝑠) (𝑟 − 𝑠) + 2|𝑟 − 𝑠 | if sign(𝑟 ) ≠ sign(𝑠)

for all 𝑟, 𝑠 ∈ ℝ with 𝑠 ≠ 0, we obtain

𝐽𝑖 (𝑣) − 𝐽𝑖 (𝑤) − 〈𝐽 ′𝑖 (𝑤), 𝑣 −𝑤〉 ≤
∫
{sign(𝑣−𝑏𝑖 )≠sign(𝑤−𝑏𝑖 ) }

2|𝑣 −𝑤 | d𝜆

≤ 2𝜆({sign(𝑣 − 𝑏𝑖) ≠ sign(𝑤 − 𝑏𝑖)})‖𝑣 −𝑤 ‖𝐶0 (Ω) .

On {sign(𝑣 − 𝑏𝑖) ≠ sign(𝑤 − 𝑏𝑖)} we have |𝑣 −𝑤 | ≥ |𝑤 − 𝑏𝑖 |. Thus,

𝜆({sign(𝑣 − 𝑏𝑖) ≠ sign(𝑤 − 𝑏𝑖)}) ≤ 𝜆({|𝑤 − 𝑏𝑖 | ≤ |𝑣 −𝑤 |})
≤ 𝜆({|𝑤 − 𝑏𝑖 | ≤ ‖𝑣 −𝑤 ‖𝐶0 (Ω) }) ≤ 𝐶 ‖𝑣 −𝑤 ‖𝐶0 (Ω)

for ‖𝑣 −𝑤 ‖𝐶0 (Ω) ≤ 𝜂. This shows

𝐽𝑖 (𝑣) ≤ 𝐽𝑖 (𝑤) + 〈𝐽 ′𝑖 (𝑤), 𝑣 −𝑤〉 + 2𝐶 ‖𝑣 −𝑤 ‖2𝐶0 (Ω) .

Combining the estimates for 𝐽0 and 𝐽𝑖 yields the claim. �

A condition similar to (3.19) was rst used (almost simultaneously and independently) in [14, 19].
This condition is related to (3.13), i.e., 1

|∇𝑤 | |Z ∈ 𝐿
1(H𝑑−1 |Z), see Lemma 3.24 below.

Remark 3.22. The condition (3.19) follows almost from (3.10). Indeed, let us assume that𝑤 ∈ 𝐶1(Ω) and
its derivatives can be extended continuously to Ω̄, i.e.,𝑤 ∈ 𝐶1(Ω̄) and that

𝑤 (𝜔) = 𝑏𝑖 ⇒ ∇𝑤 (𝜔) ≠ 0 ∀𝑤 ∈ Ω̄.

Note that (3.10) is the same condition, but only for all 𝜔 ∈ Ω. Then, [14, Lemma 3.2] shows that (3.19)
is satised.
Remark 3.23. Condition (3.19) implies

𝑚∑︁
𝑖=1

𝜆({|𝑤 − 𝑏𝑖 | ≤ 𝜀}) ≤ max{𝐶,𝑚𝜆(Ω)/𝜂}𝜀 ∀𝜀 ≥ 0.

If we assume improved regularity of 𝑗0, i.e., if 𝑗 ′0 is globally Lipschitz, we can show that (3.20) holds
even for 𝜂 = ∞.
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Let us discuss how condition (3.19) is related to (3.13), i.e., 1
|∇𝑤 | |Z ∈ 𝐿

1(H𝑑−1 |Z).
Lemma 3.24. Let𝑤 ∈ 𝐶1(Ω) satisfy (3.10). Then (3.19) implies (3.13). In fact,

2
∫
Z

1
|∇𝑤 | dH

𝑑−1 ≤ 𝐶

with 𝐶 from (3.19) andZ as in (3.12). In addition, (3.13) implies

lim sup
𝑡↘0

1
𝑡

𝑚∑︁
𝑖=1

𝜆(𝐾 ∩ {|𝑤 − 𝑏𝑖 | ≤ 𝑡}) ≤ 2
∫
Z

1
|∇𝑤 | dH

𝑑−1,

for all compact 𝐾 ⊂ Ω.

Proof. Assume (3.19). Let 𝑡 ∈ (0, 𝜂]. Let 𝑧 ∈ 𝐶𝑐 (Ω) with ‖𝑧‖𝐶0 (Ω) ≤ 1 be given. Dene

Ω+𝑡 := {sign(𝑤 − 𝑏𝑖) ≠ sign(𝑤 − 𝑏𝑖 + 𝑡𝑧)},
Ω−𝑡 := {sign(𝑤 − 𝑏𝑖) ≠ sign(𝑤 − 𝑏𝑖 − 𝑡𝑧)}.

Then we nd
Ω𝑡 := Ω+𝑡 ∪ Ω−𝑡 ⊂ {|𝑤 − 𝑏𝑖 | ≤ 𝑡}.

By (3.19), we get 𝜆(Ω𝑡 ) ≤ 𝐶𝑡 . Then Theorem 3.4 (3.6a) implies

𝐶 ≥ 1
𝑡
𝜆(Ω+𝑡 ∪ Ω−𝑡 ) =

1
𝑡

∫
Ω+𝑡 ∪Ω−𝑡

d𝑥 → 2
∫
{𝑤=𝑏𝑖 }

|𝑧 |
|∇𝑤 | dH

𝑑−1.

This implies 2
∫
{𝑤=𝑏𝑖 }

1
|∇𝑤 | dH

𝑑−1 ≤ 𝐶 , and (3.13) follows.
Let (3.13) be satised. Take 𝐾 ⊂ Ω compact. Let 𝑧 ∈ 𝐶𝑐 (Ω) with ‖𝑧‖𝐶0 (Ω) ≤ 1 such that 𝑧 = 1 on 𝐾 .

Then one easily veries
{|𝑤 − 𝑏𝑖 | ≤ 𝑡} ∩ 𝐾 ⊂ Ω+𝑡 ∪ Ω−𝑡 .

Together with Theorem 3.4 (3.6a) we obtain

lim sup
𝑡↘0

1
𝑡
𝜆(𝐾 ∩ {|𝑤 − 𝑏𝑖 | ≤ 𝑡}) ≤ lim

𝑡↘0

1
𝑡

∫
Ω+𝑡 ∪Ω−𝑡

d𝜆 = 2
∫
{𝑤=𝑏𝑖 }

|𝑧 |
|∇𝑤 | dH

𝑑−1

≤ 2
∫
{𝑤=𝑏𝑖 }

1
|∇𝑤 | dH

𝑑−1,

which proves the claim. �

Corollary 3.25. Let𝑤 ∈ 𝐶1(Ω) ∩𝐶0(Ω) satisfy (3.10). Assume 𝑏𝑖 ≠ 0 for all 𝑖 . Then (3.19) and (3.13) are
equivalent. In this case

lim sup
𝑡↘0

1
𝑡

𝑚∑︁
𝑖=1

𝜆({|𝑤 − 𝑏𝑖 | ≤ 𝑡}) = 2
∫
Z

1
|∇𝑤 | dH

𝑑−1.

Proof. Assume (3.13). The assumptions on 𝑏𝑖 imply thatZ (as in (3.12)) has a positive distance to the
boundary 𝜕Ω, and

⋃𝑚
𝑖=1{|𝑤−𝑏𝑖 | ≤ 𝑡} is a compact subset of Ω for 𝑡 > 0 small enough. Then Lemma 3.24

implies

lim sup
𝑡↘0

1
𝑡

𝑚∑︁
𝑖=1

𝜆({|𝑤 − 𝑏𝑖 | ≤ 𝑡}) ≤ 2
∫
Z

1
|∇𝑤 | dH

𝑑−1,

which in turn implies (3.19). �
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4 second order derivatives of integral functionals over measures

In this section, we are going to study integral functionals over the space of measuresM(Ω). Recall
thatM(Ω) is the (topological) dual space of 𝐶0(Ω). In contrast, 𝐿1(𝜆) cannot be a dual space (unless
Ω = ∅) and this is the reason for working inM(Ω).
The space 𝐿1(𝜆) is considered as a subspace ofM(Ω) in the sense that a function 𝑢 ∈ 𝐿1(𝜆) is

identied with the measure 𝑢𝜆 ∈ M(Ω) dened via

(𝑢𝜆) (𝐴) ↦→
∫
𝐴

𝑢 d𝜆 ∀𝐴 ∈ B(Ω) .

Now, let the integral functional𝐺 be induced by a convex and lower semicontinuous function𝑔 : ℝ→ ℝ̄,
i.e.,

𝐺 (𝑢) :=
∫
Ω
𝑔(𝑢 (𝜔)) d𝜆(𝜔) ∀𝑢 ∈ 𝐿1(𝜆) .

Note that 𝐺 (𝑢) ∈ (−∞,∞] is well dened since 𝑔 possesses an ane minorant and 𝑢 ∈ 𝐿1(𝜆). We
extend this functional toM(Ω) via

𝐺 (𝜇) :=
{∫

Ω
𝑔
( d𝜇
d𝜆 (𝜔)

)
d𝜆(𝜔) if 𝜇 � 𝜆,

+∞ otherwise
∀𝜇 ∈ M(Ω).

This denition coincides with the original denition of 𝐺 on 𝐿1(𝜆) since 𝑢𝜆 � 𝜆 and

d(𝑢𝜆)
d𝜆 = 𝑢 ∀𝑢 ∈ 𝐿1(𝜆) .

Further, dom(𝐺) ⊂ 𝐿1(𝜆), since all 𝜇 ∈ M(Ω) are nite measures, and hence d𝜇/d𝜆 ∈ 𝐿1(𝜆). Thus, we
have extended 𝐺 by∞ on the setM(Ω) \ 𝐿1(𝜆).

The aim of this section is the computation of the second subderivative of 𝐺 under some structural
assumptions and the verication of its strict twice epi-dierentiability. This will be done by deriving
estimates from below and from above.
In order to apply the results from Section 3, we restrict ourselves to functions 𝑔 whose conjugates

t into the setting of the previous section.
Assumption 4.1. We assume that the conjugate 𝑔★ =: 𝑗 satises the assumptions posed on 𝑗 in Assump-
tion 3.11. Moreover, for each bounded set𝑊 ⊂ ℝ there exists a constant 𝐶 𝑗 ≥ 1 such that the smooth
part 𝑗0 satises

𝑗 ′′0 (𝑤 ;−1) = 0 or 𝑗 ′′0 (𝑤 ;+1) = 0 or 𝐶−1𝑗 𝑗 ′′0 (𝑤 ;−1) ≤ 𝑗 ′′0 (𝑤 ;+1) ≤ 𝐶 𝑗 𝑗 ′′0 (𝑤 ;−1)

for all𝑤 ∈𝑊 .
We require that Assumption 4.1 holds throughout this Section 4.

Remark 4.2. The second part of Assumption 4.1 is not very restrictive and is satised bymany reasonable
functions 𝑗0. However, it is possible to construct some articial counterexamples: We choose 𝜁 ∈ 𝐿∞(ℝ)
with

𝜁 (𝑡) =
{
1/𝑛 if 𝑡 ∈ (1/𝑛, 1/𝑛 + 2−𝑛) for some 𝑛 ∈ ℕ,
1 else.

We set
𝑗 (𝑡) =

∫ 𝑡

0

∫ 𝑠

0
𝜁 (𝑟 ) d𝑟 d𝑠 .
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It is clear that 𝑗 is convex and dierentiable, and that 𝑗 ′ is globally Lipschitz. With Lemma 3.17 one can
check that

𝑗 ′′(𝑡 ; 1) = 1/𝑛 if 𝑡 ∈ [1/𝑛, 1/𝑛 + 2−𝑛) for some 𝑛 ∈ ℕ,
𝑗 ′′(𝑡 ;−1) = 1/𝑛 if 𝑡 ∈ (1/𝑛, 1/𝑛 + 2−𝑛] for some 𝑛 ∈ ℕ,

and in all other cases we have 𝑗 ′′(𝑡 ;±1) = 1. Thus, the second part of Assumption 4.1 is violated.
As a preliminary result, we give a functional 𝐽 : 𝐶0(Ω) → ℝ such that the conjugate of 𝐽 is 𝐺 . The

computation of conjugate functions of integral functionals on continuous functions is addressed in [17,
Section 3], see in particular Theorem 3.1. Therefore, we expect that 𝐽 can be obtained by integrating
over the convex conjugate of 𝑔.
Lemma 4.3.We dene 𝐽 : 𝐶0(Ω) → ℝ via

𝐽 (𝑧) :=
∫
Ω
𝑔★(𝑧 (𝜔)) d𝜆(𝜔).

Then, the conjugate of 𝐽 is given by 𝐺 .

Proof. This directly follows from Theorem 3.1 with the choices 𝜄 (𝜔, 𝑥) = 𝑔★(𝑥) and 𝜈 = 𝜆. �

It would be tempting to obtain the weak-★ second subderivative by computing the second subderiva-
tive of 𝐽 and a convex conjugation argument. For strongly twice epi-dierentiable functions dened on
reexive Banach spaces, this is indeed possible, see [15, Theorem 2.5]. The argument in [15, Theorem 2.5]
uses the Wijsman–Mosco theorem on the continuity of the Legendre–Fenchel transform w.r.t. Mosco
epi-convergence of convex functions, i.e. the Mosco epi-convergence of 𝜑𝑛 to 𝜑 is equivalent to the
Mosco epi-convergence 𝜑★𝑛 to 𝜑★ in reexive spaces. In non-reexive spaces, this theorem fails, see
the discussion in [20, Section 1] and [1, Theorem 3.3]. Hence, we have to use a direct argument which
connects the weak-★ second subderivative of 𝐺 with the strong second subderivative of 𝐽 .

4.1 estimates from below

In this section, we are going to give a lower estimate for the second subderivative of𝐺 . The arguments
are similar to those of [10, Lemma 6.8, Proposition 6.9]. To this end, we utilize the preconjugate function
𝐽 . Note that the next lemma also works in a more general setting. Therefore, we state it with 𝑌 and 𝑋
instead of 𝐶0(Ω) andM(Ω).
Lemma 4.4. Let 𝐽 : 𝑌 → ℝ̄ be convex, proper, lower semicontinuous such that 𝐽★ = 𝐺 . Let 𝑥 ∈ dom(𝐺),
𝑤 ∈ 𝜕𝐺 (𝑥) ∩ 𝑌 be xed such that 𝐽 is strongly-strongly twice epi-dierentiable at𝑤 for 𝑥 . Then,

(4.1) 1
2𝐺
′′(𝑥,𝑤 ;ℎ) ≥

(
1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★
(ℎ) ∀ℎ ∈ 𝑋 .

Proof. Let 𝑧 ∈ 𝑌 be arbitrary. Further, let (𝑡𝑘 ) ⊂ (0,∞) and (ℎ𝑘 ) ⊂ 𝑋 be arbitrary sequences with
𝑡𝑘 ↘ 0 and ℎ𝑘

★
⇀ ℎ in 𝑋 . Next, we choose a sequence (𝑧𝑘 ) in 𝑌 with 𝑧𝑘 → 𝑧 depending on (𝑡𝑘 ), see

(4.3) below. Since 𝐺 is the convex conjugate of 𝐽 , we have the Fenchel–Moreau inequality

(4.2) 𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) ≥ 〈𝑥 + 𝑡𝑘ℎ𝑘 ,𝑤 + 𝑡𝑘𝑧𝑘〉 − 𝐽 (𝑤 + 𝑡𝑘𝑧𝑘 )

and, due to𝑤 ∈ 𝜕𝐺 (𝑥), we nd
𝐺 (𝑥) = 〈𝑥,𝑤〉 − 𝐽 (𝑤) .

Taking the dierence of these two relations and dividing by 𝑡2
𝑘
/2 yields

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈ℎ𝑘 ,𝑤〉
𝑡2
𝑘
/2

≥ − 𝐽 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝐽 (𝑤) − 𝑡𝑘 〈𝑥, 𝑧𝑘〉
𝑡2
𝑘
/2

+ 2〈ℎ𝑘 , 𝑧𝑘〉.
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Due to the strongly-strongly twice epi-dierentiability of 𝐽 , the sequence (𝑧𝑘 ) can be chosen such that
we have the convergence

(4.3) 𝐽 ′′(𝑤, 𝑥 ; 𝑧) = lim
𝑘→∞

𝐽 (𝑤 + 𝑡𝑘𝑧𝑘 ) − 𝐽 (𝑤) − 𝑡𝑘 〈𝑥, 𝑧𝑘〉
𝑡2
𝑘
/2

∈ [0,∞] .

Then, we can pass to the limit in the above inequality and obtain

lim inf
𝑘→∞

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈ℎ𝑘 ,𝑤〉
𝑡2
𝑘
/2

≥ −𝐽 ′′(𝑤, 𝑥 ; 𝑧) + 2〈ℎ, 𝑧〉.

Since the right-hand side is independent of the sequences (ℎ𝑘 ) and (𝑡𝑘 ), we can take the inmum over
all sequences 𝑡𝑘 ↘ 0 and ℎ𝑘

★
⇀ ℎ in 𝑋 . Thus,

(4.4) 1
2𝐺
′′(𝑥,𝑤 ;ℎ) ≥ − 12 𝐽

′′(𝑤, 𝑥 ; 𝑧) + 〈ℎ, 𝑧〉.

Since 𝑧 ∈ 𝑌 was arbitrary, we can take the supremum w.r.t. 𝑧 ∈ 𝑌 in the right-hand side. This yields
(4.1). �

We mention that the strongly-strongly twice epi-dierentiability of 𝐽 was investigated in The-
orem 3.12, and an expression for the conjugate of the strong second subderivative of 𝐽 is given in
Theorem 3.14.

4.2 strictly twice epi-differentiability of 𝐺

Next, we give an upper bound by considering sequences (𝑧𝑘 ) and (ℎ𝑘 ) for which we have equality in
(4.2). This is possible due to Theorem 3.20.
Lemma 4.5. Let 𝑥 ∈ dom(𝐺), 𝑤 ∈ 𝜕𝐺 (𝑥) ∩𝐶0(Ω) be xed such that 𝑤 belongs to 𝐶1(Ω) and satises
(3.10). For an arbitrary 𝑧 ∈ 𝐶𝑐 (Ω), we select

ℎ ∈ 1
2 𝜕𝐽

′′(𝑤, 𝑥 ; ·) (𝑧) .

Then,
1
2𝐺
′′(𝑥,𝑤 ;ℎ) =

(
1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★
(ℎ) .

Moreover, for every sequence (𝑡𝑘 ) with 𝑡𝑘 ↘ 0, we can select a sequence (ℎ𝑘 ) ⊂ M(Ω) such that ℎ𝑘
★
⇀ ℎ,

‖ℎ𝑘 ‖M(Ω) → ‖ℎ‖M(Ω) and

𝐺 ′′(𝑥,𝑤 ;ℎ) = lim
𝑘→∞

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈ℎ𝑘 ,𝑤〉
𝑡2
𝑘
/2

.

We mention that ℎ is uniquely determined by 𝑧, cf. (3.18).

Proof. For an arbitrary sequence 𝑡𝑘 ↘ 0, we use Theorem 3.20 to select

ℎ𝑘 ∈
𝜕𝐽 (𝑤 + 𝑡𝑘𝑧) − 𝑥

𝑡𝑘
.

with ℎ𝑘
★
⇀ ℎ, ‖ℎ𝑘 ‖M(Ω) → ‖ℎ‖M(Ω) . Due to 𝑥 + 𝑡𝑘ℎ𝑘 ∈ 𝜕𝐽 (𝑤 + 𝑡𝑘𝑧), we have

𝐽 (𝑤 + 𝑡𝑘𝑧) +𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) = 〈𝑥 + 𝑡𝑘ℎ𝑘 ,𝑤 + 𝑡𝑘𝑧〉,
𝐽 (𝑤) +𝐺 (𝑥) = 〈𝑥,𝑤〉.
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Taking the dierence and dividing by 𝑡2
𝑘
yields

1
2
𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈ℎ𝑘 ,𝑤〉

𝑡2
𝑘
/2

+ 1
2
𝐽 (𝑤 + 𝑡𝑘𝑧) − 𝐽 (𝑤) − 𝑡𝑘 〈𝑥, 𝑧〉

𝑡2
𝑘
/2

= 〈ℎ𝑘 , 𝑧〉.

The right-hand side converges towards 〈ℎ, 𝑧〉. Via Lemmas 3.5 and 3.8, the second addend on the
left-hand side converges towards 𝐽 ′′(𝑤 ; 𝑧). Thus, we have

1
2𝐺
′′(𝑥,𝑤 ;ℎ) + 1

2 𝐽
′′(𝑤 ; 𝑧) ≤ 1

2 lim inf
𝑘→∞

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈ℎ𝑘 ,𝑤〉
𝑡2
𝑘
/2

+ 1
2 𝐽
′′(𝑤 ; 𝑧)

≤ 1
2 lim sup

𝑘→∞

𝐺 (𝑥 + 𝑡𝑘ℎ𝑘 ) −𝐺 (𝑥) − 𝑡𝑘 〈ℎ𝑘 ,𝑤〉
𝑡2
𝑘
/2

+ 1
2 𝐽
′′(𝑤 ; 𝑧)

≤ 〈ℎ, 𝑧〉.

Now, (4.4) implies that all three inequalities are satised with equality and together with (4.1) this
shows the claim. �

We remark that the arguments in the proof of Lemma 4.5 can also be utilized in a more general
situation if the preconjugate 𝐽 satises the assertion of Lemmas 3.5 and 3.8 and Theorem 3.20 with
𝐶𝑐 (Ω) replaced by some subspace of 𝑌 .

In order to prove the equality

1
2𝐺
′′(𝑥,𝑤 ;ℎ) =

(
1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★
(ℎ) ∀ℎ ∈ M(Ω),

wewill utilize the density argument [11, Lemma 3.2]. Therefore,we need to show that for eachℎ ∈ M(Ω)
there exists a sequence (ℎ𝑘 ) with ℎ𝑘 ∈ 1

2 𝜕𝐽
′′(𝑤, 𝑥 ; ·) (𝑧𝑘 ) for some 𝑧𝑘 ∈ 𝐶𝑐 (Ω) such that(

1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★
(ℎ𝑘 ) →

(
1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★
(ℎ) .

In order to construct this sequence, we will use the following approximation result.
Lemma 4.6. Let 𝜈 be a positive Borel measure on Ω such that 𝜈 (𝐾) < ∞ for all compact subsets 𝐾 ⊂ Ω. Let
𝑢 ∈ 𝐿1(𝜈) ∩𝐿2(𝜈) be given. Then there exists a sequence (𝑢𝑘 ) ⊂ 𝐶𝑐 (Ω) such that 𝑢𝑘 → 𝑢 in 𝐿1(𝜈) ∩𝐿2(𝜈)
and pointwise almost everywhere. In addition, there exists 𝑔 ∈ 𝐿1(𝜈) ∩ 𝐿2(𝜈) such that |𝑢𝑘 | ≤ 𝑔.

Proof. By [18, Theorem 2.18], 𝜈 is regular. Suppose 𝑢 ≥ 0. Due to [18, Theorem 3.14] there are sequences
(𝑣𝑘 ), (𝑤𝑘 ) ⊂ 𝐶𝑐 (Ω) such that 𝑣𝑘 → 𝑢 in 𝐿1(𝜈) and 𝑤𝑘 → 𝑢 in 𝐿2(𝜈). W.l.o.g. we can assume 𝑣𝑘 ≥ 0,
𝑤𝑘 ≥ 0, 𝑣𝑘 → 𝑢 and𝑤𝑘 → 𝑢 pointwise almost everywhere and the existence of 𝑔1 ∈ 𝐿1(𝜈), 𝑔2 ∈ 𝐿2(𝜈)
with 𝑣𝑘 ≤ 𝑔1, 𝑤𝑘 ≤ 𝑔2. Dene 𝑢𝑘 := min(𝑣𝑘 ,𝑤𝑘 ). Then 𝑢𝑘 ≤ min(𝑔1, 𝑔2) =: 𝑔 ∈ 𝐿1(𝜈) ∩ 𝐿2(𝜈) and
𝑢𝑘 → 𝑢 in 𝐿1(𝜈) ∩ 𝐿2(𝜈) follows by the dominated convergence theorem. For general 𝑢, we can apply
this construction to the positive and negative part of 𝑢. �

Lemma 4.7. Let 𝑥 ∈ dom(𝐺), 𝑤 ∈ 𝜕𝐺 (𝑥) ∩ 𝐶0(Ω) be xed such that 𝑤 belongs to 𝐶1(Ω) and (3.13) is
satised. Let ℎ ∈ M(Ω) be given with

( 1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★(ℎ) < +∞. Then there exists a sequence (ℎ𝑘 ) with
ℎ𝑘 ∈ 1

2 𝜕𝐽
′′(𝑤, 𝑥 ; ·) (𝑧𝑘 ) for 𝑧𝑘 ∈ 𝐶𝑐 (Ω) such that ℎ𝑘 → ℎ inM(Ω) and(

1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★
(ℎ𝑘 ) →

(
1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★
(ℎ) .
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Proof. Due to Theorem 3.14, there exist densities 𝑣1 ∈ 𝐿1(𝜆), 𝑣2 ∈ 𝐿1(H𝑑−1 |Z) such that ℎ = 𝑣1𝜆 +
𝑣2H𝑑−1 |Z and

(4.5)
(
1
2 𝐽
′′(𝑤 ; ·)

)★
(ℎ) = 1

2

∫
Z

|∇𝑤 |
2𝑎 𝑣22 dH𝑑−1 +

∫
Ω

(
1
2 𝑗
′′
0 (𝑤 ; ·)

)★
(𝑣1) d𝜆 < ∞.

From Remark 3.15, we get 𝑣1 = 0 𝜆-a.e. on { 𝑗 ′′0 (𝑤 ; sign(𝑣1)) = 0}.
Next, we dene the measure 𝜈 := 𝜆 +H𝑑−1 |Z . Note that 𝜈 is nite on compact subsets of Ω, sinceZ

is locally a (𝑑 − 1)-dimensional submanifold. Thus, we can write ℎ = 𝑣𝜈 , where 𝑣 : Ω → ℝ is given by

𝑣 (𝜔) :=
{
𝑣1(𝜔) if 𝜔 ∈ Ω \ Z,
𝑣2(𝜔) if 𝜔 ∈ Z.

Similarly, we dene a weight function 𝜌 : Ω → ℝ by

𝜌 (𝜔) :=
{
max 𝑗 ′′0 (𝑤 (𝜔);±1) if 𝜔 ∈ Ω \ Z,
2𝑎 (𝜔)
|∇𝑤 (𝜔) | if 𝜔 ∈ Z.

Here, max 𝑗 ′′0 (𝑤 (𝜔);±1) := max{ 𝑗 ′′0 (𝑤 (𝜔);+1), 𝑗 ′′0 (𝑤 (𝜔);−1)}. Finally, we set

𝑧 (𝜔) :=


0 if 𝜔 ∈ (Ω \ Z) ∩ { 𝑗 ′′0 (𝑤 ; sign(𝑣)) = 0},

1
𝑗 ′′0 (𝑤 (𝜔) ;sign(𝑣 (𝜔)))

𝑣 (𝜔) if 𝜔 ∈ (Ω \ Z) \ { 𝑗 ′′0 (𝑤 ; sign(𝑣)) = 0},
|∇𝑤 (𝜔) |
2𝑎 (𝜔) 𝑣 (𝜔) if 𝜔 ∈ Z.

For 𝜔 ∈ Z we have

𝜌 (𝜔) |𝑧 (𝜔) |𝑝 =

(
|∇𝑤 (𝜔) |
2𝑎(𝜔)

)𝑝−1
|𝑣2(𝜔) |𝑝

and this function belongs to 𝐿1(H𝑑−1 |Z) for all 𝑝 ∈ {1, 2} due to 𝑣2 ∈ 𝐿1(H𝑑−1 |Z) and (4.5). For
𝜔 ∈ (Ω \ Z) \ { 𝑗 ′′0 (𝑤 ; sign(𝑣)) = 0} we utilize Assumption 4.1 to obtain max 𝑗 ′′0 (𝑤 (𝜔);±1) ≤
𝐶 𝑗 𝑗

′′
0 (𝑤 (𝜔); sign(𝑣 (𝜔))). Thus, we nd

𝜌 (𝜔) |𝑧 (𝜔) |𝑝 =
max 𝑗 ′′0 (𝑤 (𝜔);±1)

𝑗 ′′0 (𝑤 (𝜔); sign(𝑣 (𝜔)))𝑝
|𝑣1 |𝑝 ≤ 𝐶 𝑗 𝑗 ′′0 (𝑤 (𝜔); sign(𝑣 (𝜔)))1−𝑝 |𝑣1 |𝑝

Due to 𝑣1 ∈ 𝐿1(𝜆) and (4.5) in conjunction with Remark 3.15, these functions belong to 𝐿1(𝜆). Hence,
𝑧 ∈ 𝐿1(𝜌𝜈) ∩ 𝐿2(𝜌𝜈). Moreover, 𝜌𝜈 is nite on compact sets. Via Lemma 4.6 we get a sequence
(𝑧𝑘 ) ⊂ 𝐶𝑐 (Ω) such that 𝑧𝑘 → 𝑧 in 𝐿𝑝 (𝜌𝜈) for all 𝑝 ∈ {1, 2}. Next, we set

𝑣𝑘 (𝜔) :=
{

1
2 𝜕 𝑗
′′
0 (𝑤 (𝜔); ·) (𝑧𝑘 (𝜔)) = 𝑗 ′′0 (𝑤 (𝜔); sign(𝑧𝑘 (𝜔)))𝑧𝑘 (𝜔) if 𝜔 ∈ Ω \ Z,

2𝑎 (𝜔)
|∇𝑤 (𝜔) |𝑧𝑘 (𝜔) if 𝜔 ∈ Z,

which leads to ℎ𝑘 := 𝑣𝑘𝜈 ∈ 1
2 𝜕𝐽
′′(𝑤, 𝑥 ; ·) (𝑧𝑘 ), see (3.18). From 𝑧𝑘 → 𝑧 in 𝐿1(𝜌𝜈) we get

0← ‖𝑧𝑘 − 𝑧‖𝐿1 (𝜌𝜈) =
∫
Ω
|𝑧𝑘 − 𝑧 |max 𝑗 ′′0 (𝑤 ;±1) d𝜆 +

∫
Z
|𝑧𝑘 − 𝑧 |

2𝑎
|∇𝑤 | dH

𝑑−1

≥
∫
Ω
| 𝑗 ′′0 (𝑤 ; sign 𝑧𝑘 )𝑧𝑘 − 𝑗 ′′0 (𝑤 ; sign 𝑧)𝑧 | d𝜆 +

∫
Z
|𝑧𝑘 − 𝑧 |

2𝑎
|∇𝑤 | dH

𝑑−1

=

∫
Ω
|𝑣𝑘 − 𝑣 | d𝜆 +

∫
Z
|𝑣𝑘 − 𝑣 | dH𝑑−1

= ‖ℎ𝑘 − ℎ‖M(Ω) .

Wachsmuth, Wachsmuth Second-order conditions: quadratic growth in 𝐿1



J. Nonsmooth Anal. Optim. 3 (2022), 8733 page 30 of 36

Similarly, from 𝑧𝑘 → 𝑧 in 𝐿2(𝜌𝜈) we get

2
(
1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★
(ℎ𝑘 ) =

∫
{ 𝑗 ′′0 (𝑤;sign(𝑣𝑘 ))≠0}

1
𝑗 ′′0 (𝑤 ; sign(𝑣𝑘 ))

|𝑣𝑘 |2 d𝜆 +
∫
Z

|∇𝑤 |
2𝑎 |𝑣𝑘 |

2 dH𝑑−1

=

∫
Ω
𝑗 ′′0 (𝑤 ; sign(𝑧𝑘 )) |𝑧𝑘 |2 d𝜆 +

∫
Z

2𝑎
|∇𝑤 | |𝑧𝑘 |

2 dH𝑑−1

→
∫
Ω
𝑗 ′′0 (𝑤 ; sign(𝑧)) |𝑧 |2 d𝜆 +

∫
Z

2𝑎
|∇𝑤 | |𝑧 |

2 dH𝑑−1

=

∫
Ω

1
𝑗 ′′0 (𝑤 ; sign(𝑣)) |𝑣 |

2 d𝜆 +
∫
Z

|∇𝑤 |
2𝑎 |𝑣 |

2 dH𝑑−1

= 2
(
1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★
(ℎ) .

For the convergence of the rst integral, we used the dominated convergence theorem with the
dominating function max 𝑗 ′′0 (𝑤 ;±1)𝑔2 ∈ 𝐿1(𝜆), where 𝑔 comes from Lemma 4.6. �

Theorem 4.8. Let Assumption 4.1 be satised. Let 𝑥 ∈ dom(𝐺),𝑤 ∈ 𝜕𝐺 (𝑥) ∩𝐶0(Ω) be xed such that𝑤
belongs to 𝐶1(Ω) and satises (3.10) and (3.13). Then 𝐺 is strictly twice epi-dierentiable at 𝑥 for𝑤 and

1
2𝐺
′′(𝑥,𝑤 ;ℎ) =

(
1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★
(ℎ) ∀ℎ ∈ M(Ω) .

Proof. We will apply [11, Lemma 3.2] with the setting 𝑄 =
( 1
2 𝐽
′′(𝑤, 𝑥 ; ·)

)★ and 𝑍 = 𝐶𝑐 (Ω). Condition
(i) holds due to Lemma 4.4. Lemma 4.5 yields condition (ii), while Lemma 4.7 veries condition (iii).
Then [11, Lemma 3.2] yields the claim. �

4.3 localized ascent lemma

By dualizing the descent lemma (Lemma 3.21), we obtain an ascent lemma.
Lemma 4.9. We assume that 𝐽 is (Gâteaux) dierentiable at𝑤 and that (3.20) is satised with 𝑥 = 𝐽 ′(𝑤)
and Λ, 𝜂 > 0. Then,

(4.6) 𝐺 (𝑦) ≥ 𝐺 (𝑥) + 〈𝑦 − 𝑥,𝑤〉 + 1
2Λ ‖𝑦 − 𝑥 ‖

2
𝐿1 (𝜆) ∀𝑦 ∈ 𝐿1(𝜆), ‖𝑦 − 𝑥 ‖𝐿1 (𝜆) ≤ 𝜂Λ.

Proof. Let 𝑣 ∈ 𝐶0(Ω) with ‖𝑣 −𝑤 ‖𝐶0 (Ω) ≤ 𝜂 be arbitrary. We combine (3.20) with the Fenchel–Young
inequality 〈𝑦, 𝑣〉 ≤ 𝐽 (𝑣) +𝐺 (𝑦) and 〈𝑥,𝑤〉 = 𝐽 (𝑤) +𝐺 (𝑥) to obtain

𝐺 (𝑥) + 〈𝑦 − 𝑥,𝑤〉 −𝐺 (𝑦) ≤ 〈𝑥 − 𝑦, 𝑣 −𝑤〉 + Λ

2 ‖𝑣 −𝑤 ‖
2
𝐶0 (Ω) .

Now, we can minimize the right-hand side w.r.t. 𝑣 . Owing to the Hahn–Banach theorem, we have

‖𝑥 − 𝑦 ‖2
𝐿1 (𝜆)

Λ
=
‖𝑥 − 𝑦 ‖2M(Ω)

Λ
= sup

{
〈𝑦 − 𝑥, 𝑑〉

���� 𝑑 ∈ 𝐶0(Ω), ‖𝑑 ‖𝐶0 (Ω) =
‖𝑥 − 𝑦 ‖M(Ω)

Λ

}
.

Thus, we can choose a sequence (𝑣𝑘 ) with

‖𝑣𝑘 −𝑤 ‖𝐶0 (Ω) =
‖𝑥 − 𝑦 ‖𝐿1 (𝜆)

Λ
≤ 𝜂 and 〈𝑥 − 𝑦, 𝑣𝑘 −𝑤〉 → −

‖𝑥 − 𝑦 ‖2M(Ω)
Λ

.

This yields the desired

𝐺 (𝑥) + 〈𝑦 − 𝑥,𝑤〉 −𝐺 (𝑦) ≤ − 1
2Λ ‖𝑦 − 𝑥 ‖

2
𝐿1 (𝜆) . �

Remark 4.10. If 𝑗0 is globally Lipschitz, one can show that (4.6) holds for 𝜂 = ∞, see Remark 3.23.

Wachsmuth, Wachsmuth Second-order conditions: quadratic growth in 𝐿1



J. Nonsmooth Anal. Optim. 3 (2022), 8733 page 31 of 36

4.4 no-gap second-order optimality conditions

Now we are ready to apply the theory of Section 2 with the setting 𝑋 =M(Ω) and 𝑌 = 𝐶0(Ω).
We collect all assumptions on the structure of the optimization problem in one place.

Assumption 4.11. (i) The function 𝐺 : M(Ω) → ℝ̄ is dened by

𝐺 (𝑥) :=
{∫

Ω
𝑔

(
d𝑥
d𝜆 (𝜔)

)
d𝜆(𝜔) if 𝑥 � 𝜆,

+∞ otherwise,
∀𝑥 ∈ M(Ω)

where 𝑔 : ℝ→ ℝ̄ is convex and lower semicontinuous.

(ii) The mapping 𝐹 : dom(𝐺) → ℝ satises Assumption 2.1 (iii) with 𝑋 = M(Ω), 𝑌 = 𝐶0(Ω),
𝑥 ∈ dom(𝐺) ⊂ 𝐿1(𝜆), �̄� = −𝐹 ′(𝑥) ∈ 𝐶1(Ω) ∩𝐶0(Ω). Further, we assume that ℎ ↦→ 𝐹 ′′(𝑥)ℎ2 is
sequentially weak-★ continuous.

(iii) The conjugate of 𝑔 has the form

𝑔★(𝑤) = 𝑗0(𝑤) +
𝑚∑︁
𝑖=1

𝑎𝑖 |𝑤 − 𝑏𝑖 | ∀𝑤 ∈ ℝ

with𝑚 ∈ ℕ, 𝑎𝑖 > 0, 𝑖 = 1 . . .𝑚, and distinct numbers 𝑏𝑖 ∈ ℝ, 𝑖 = 1 . . .𝑚. In addition, 𝑗0 is in
𝐶1(ℝ) with locally Lipschitz continuous 𝑗 ′0 such that

𝑗 ′′0 (𝑤 ; 𝑧) := lim
𝑡↘0

2
𝑡2
( 𝑗0(𝑤 + 𝑡𝑧) − 𝑗0(𝑤) − 𝑡 𝑗 ′0(𝑤)𝑧) ∈ ℝ

exists for all𝑤, 𝑧 ∈ ℝ.

(iv) For each bounded set𝑊 ⊂ ℝ there exists a constant𝐶 𝑗 ≥ 1 such that the smooth part 𝑗0 satises

𝑗 ′′0 (𝑤 ;−1) = 0 or 𝑗 ′′0 (𝑤 ;+1) = 0 or 𝐶−1𝑗 𝑗 ′′0 (𝑤 ;−1) ≤ 𝑗 ′′0 (𝑤 ;+1) ≤ 𝐶 𝑗 𝑗 ′′0 (𝑤 ;−1)

for all𝑤 ∈𝑊 .
Assumption 4.12. (i) The function �̄� ∈ 𝐶1(Ω) satises

{�̄� = 𝑏𝑖} ∩ {∇�̄� = 0} = ∅ ∀𝑖 = 1 . . .𝑚.

(ii) There exist 𝐶,𝜂 > 0 with

𝑚∑︁
𝑖=1

𝜆({|�̄� − 𝑏𝑖 | ≤ 𝜀}) ≤ 𝐶𝜀 ∀𝜀 ∈ [0, 𝜂] .

Theorem 4.13 (strictly twice epi-dierentiability of 𝐺). Let Assumptions 4.11 and 4.12 be satised and
assume �̄� ∈ 𝜕𝐺 (𝑥). Then 𝐺 is strictly twice epi-dierentiable at 𝑥 for �̄� .

Let 𝜇 ∈ M(Ω). If there exist densities 𝑣1 ∈ 𝐿1(𝜆), 𝑣2 ∈ 𝐿1(H𝑑−1 |Z) such that 𝜇 = 𝑣1𝜆 + 𝑣2H𝑑−1 |Z then

1
2𝐺
′′(𝑥, �̄� ; 𝜇) = 1

2

∫
Z

|∇�̄� |
2𝑎 𝑣22 dH𝑑−1 +

∫
Ω

(
1
2 𝑗
′′
0 (�̄� ; ·)

)★
(𝑣1) d𝜆 ∈ [0, +∞] .

Otherwise 1
2𝐺
′′(𝑥, �̄� ; 𝜇) = +∞.

Here,Z :=
⋃𝑚
𝑖=1{�̄� = 𝑏𝑖}, and 𝑎 : Z → ℝ is dened by 𝑎(𝜔) = 𝑎𝑖 if �̄� (𝜔) = 𝑏𝑖 .
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Proof. The claim of strict twice epi-dierentiability is Theorem 4.8 as well as the identity 1
2𝐺
′′(𝑥, �̄� ;ℎ) =( 1

2 𝐽
′′(�̄�, 𝑥 ; ·)

)★(ℎ). The form of the latter is given by Theorem 3.14. �

Theorem 4.14 (no-gap SOC for integral functionals). Let Assumptions 4.11 and 4.12 be satised. Then

(4.7) 𝐹 ′′(𝑥)ℎ2 +𝐺 ′′(𝑥, �̄� ;ℎ) > 0 ∀ℎ ∈ M(Ω) \ {0}

if and only if there are 𝑐 > 0, 𝜀 > 0 such that

𝐹 (𝑥) +𝐺 (𝑥) ≥ 𝐹 (𝑥) +𝐺 (𝑥) + 𝑐2 ‖𝑥 − 𝑥 ‖
2
M(Ω) ∀𝑥 ∈ 𝐵M(Ω)𝜀 (𝑥).

Proof. The reverse implication follows directly from Theorem 2.8.
For the direct implication we are going to employ Theorem 2.9. By Lemma 2.4, we have𝐺 ′′(𝑥, �̄� ;ℎ) =
−∞ for some ℎ ∈ 𝑋 \ {0} if �̄� ∉ 𝜕𝐺 (𝑥). Thus, (4.7) implies �̄� = −𝐹 ′(𝑥) ∈ 𝜕𝐺 (𝑥). Now, we combine
this with Lemmas 4.9 and 3.21 to obtain the growth condition (2.9). Consequently, Lemma 2.12 yields
that condition (NDC) is fullled. �

Note that, due to 𝐺 ≡ +∞ onM(Ω) \ 𝐿1(𝜆), the quadratic growth condition is equivalent to

𝐹 (𝑥) +𝐺 (𝑥) ≥ 𝐹 (𝑥) +𝐺 (𝑥) + 𝑐2 ‖𝑥 − 𝑥 ‖
2
𝐿1 (𝜆) ∀𝑥 ∈ 𝐵𝐿

1 (𝜆)
𝜀 (𝑥) .

Remark 4.15. We mention that the knowledge of the precise structure of the subderivative 𝐺 ′′(𝑥, �̄� ; ·)
is not necessary for the formulation and verication of Theorem 4.14. Indeed, we only have to verify
(NDC) in the proof.

5 applications

We are going to apply the abstract theory to two non-smooth optimal control problems. Both problems
share the same smooth functional

𝐹 (𝑢) :=
∫
Ω
𝐿(·, 𝑦𝑢) d𝜆 ∀𝑢 ∈ 𝐿1(𝜆),

where 𝑦𝑢 is the weak solution of the nonlinear PDE

−Δ𝑦𝑢 + 𝑎(·, 𝑦𝑢) = 𝑢 in Ω, 𝑦𝑢 = 0 on 𝜕Ω.

Here,Ω ⊂ ℝ𝑑 with𝑑 ∈ {1, 2, 3} is open and bounded.We require that the nonlinearities𝑎, 𝐿 : Ω×ℝ→ ℝ

and Ω satisfy the usual assumptions, see, e.g., [6, Section 2.1], such that 𝐹 : 𝐿∞(𝜆) → ℝ is twice
continuously Fréchet dierentiable with

𝐹 ′(𝑢)𝑣 =
∫
Ω
𝜑𝑢𝑣 d𝜆,(5.1)

𝐹 ′′(𝑢) (𝑣1, 𝑣2) =
∫
Ω

[ 𝜕2𝐿
𝜕𝑦2
(·, 𝑦𝑢) −

𝜕2𝑎

𝜕𝑦2
(·, 𝑦𝑢)𝜑𝑢

]
𝑧𝑢,𝑣1𝑧𝑢,𝑣2 d𝜆,(5.2)

where the linearized states 𝑧𝑢,𝑣𝑖 and the adjoint state 𝜑𝑢 solve the linear equations

−Δ𝑧𝑢,𝑣𝑖 +
𝜕𝑎

𝜕𝑦
(·, 𝑦𝑢)𝑧𝑢,𝑣𝑖 = 𝑣𝑖 in Ω, 𝑧𝑢,𝑣𝑖 = 0 on 𝜕Ω,

−Δ𝜑𝑢 +
𝜕𝑎

𝜕𝑦
(·, 𝑦𝑢)𝜑𝑢 =

𝜕𝐿

𝜕𝑦
(·, 𝑦𝑢) in Ω, 𝜑𝑢 = 0 on 𝜕Ω.
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In particular, the adjoint state 𝜑𝑢 is a representative for 𝐹 ′(𝑢).
As in Section 4, we use the spaces 𝑌 = 𝐶0(Ω), 𝑋 = 𝑌★ = M(Ω). As usual, we will continue to

denote the controls by 𝑢, i.e., the symbols 𝑥 from Section 2 will change to 𝑢. In order to comply with
Assumption 2.1, we have to extend the bilinear form 𝐹 ′′(𝑢) (which is dened on 𝐿∞(𝜆)2) toM(Ω)2 and
this is possible by regularity theory for elliptic equations due to 𝑑 ≤ 3, see, e.g., [6, Section 2.5]. This
extended bilinear form is even sequentially weak-★ continuous onM(Ω)2. It is now easy to see that
the dierentiability of 𝐹 implies that Assumption 2.1 is satised at all 𝑢 ∈ 𝐿∞(𝜆) as long as dom(𝐺) is
bounded in 𝐿∞(𝜆). Thus, Assumption 2.1 is satised.

5.1 application to a bang-off-bang problem

First, we consider an example with a bang-o-bang solution structure, see [2, Section 3]. This is
accomplished by using the functional

𝐺 (𝑢) =
∫
Ω
𝑔(𝑢) d𝜆 with 𝑔(𝑢) := 𝛼 |𝑢 | + 𝛿 [𝑢𝑎,𝑢𝑏 ] (𝑢) .

We assume that the constants satisfy 𝛼 > 0 and 𝑢𝑎 < 0 < 𝑢𝑏 . The convex conjugate of 𝑔 is given by

𝑗 (𝑤) := 𝑔★(𝑤) = max{𝑢𝑏 (𝑤 − 𝛼), 𝑢𝑎 (𝑤 + 𝛼), 0}

=
|𝑢𝑎 |
2 |𝑤 + 𝛼 | +

𝑢𝑏

2 |𝑤 − 𝛼 | +
𝑢𝑏 + 𝑢𝑎

2 + 𝑢𝑎 − 𝑢𝑏2 𝛼.

It is easy to check that Assumption 4.11 is satised. Next, we choose a point 𝑢 ∈ dom(𝐺) such that
�̄� := −𝜑 := −𝜑𝑢 satises Assumption 4.12 with 𝑏1 = −𝛼 , 𝑏2 = 𝛼 . We setZ := {|𝜑 | = 𝛼} and we dene
𝑢𝑎,𝑏 := |𝑢𝑎 |𝜒 {𝜑=−𝛼 } + 𝑢𝑏 𝜒 {𝜑=𝛼 }. Consequently, Theorem 4.14 yields that

𝐹 ′(𝑥) + 𝜕𝐺 (𝑥) 3 0 and(5.3a)

𝐹 ′′(𝑢)
(
𝑣H𝑑−1 |Z

)2
+
∫
Z

|∇𝜑 |
𝑢𝑎,𝑏

𝑣2 dH𝑑−1 > 0 ∀𝑣 ∈ 𝐿1(H𝑑−1 |Z) \ {0}(5.3b)

is equivalent to the existence of 𝑐, 𝜀 > 0 with

𝐹 (𝑢) +𝐺 (𝑢) ≥ 𝐹 (𝑢) +𝐺 (𝑢) + 𝑐2 ‖𝑢 − 𝑢‖
2
𝐿1 (𝜆) ∀𝑢 ∈ 𝐵𝐿

1 (𝜆)
𝜀 (𝑢) .

We briey compare our result with [2, Theorem 3.6]. Therein, the author does not require Assump-
tion 4.12 on the structure of �̄� , but he only obtains a quadratic growth w.r.t. the 𝐿2-norms of the
linearized state 𝑧𝑢,𝑢−𝑢 and the dierence of the states 𝑦𝑢 − 𝑦𝑢 . Moreover, our second-order condition
(5.3b) is dierent since the second term is not present in [2, Theorem 3.6] and we do not need an
enlarged critical cone but we can work directly with measures onZ, similar to [6, Section 2.5].

The bang-bang case (𝛼 = 0) works similarly and we can reproduce the results from [10, Example 6.14].
In a similar spirit, control problems with the convexiedmulti-bang functional from [12] can be handled.

5.2 application to a relaxed 𝐿0-problem

As a second application, we consider a problem with the following functional

�̃� (𝑢) =
∫
Ω
𝑔(𝑢) d𝜆 with 𝑔(𝑢) := 𝛼

2𝑢
2 + 𝛽 |𝑢 |0 + 𝛿 [−𝛾,𝛾 ] (𝑢),

with positive constants 𝛼, 𝛽,𝛾 , and

|𝑢 |0 :=
{
1 if 𝑢 ≠ 0,
0 if 𝑢 = 0.
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Clearly, 𝑔 is not convex. As in [5], we will study second-order conditions for problems with the convex
envelope of 𝑔. The convex envelope of 𝑔 is given by

𝑔(𝑢) =


√︁
2𝛼𝛽 |𝑢 | if |𝑢 | ≤

√︁
2𝛽/𝛼,

𝛼
2𝑢

2 + 𝛽 if |𝑢 | ∈ [
√︁
2𝛽/𝛼,𝛾],

+∞ if |𝑢 | > 𝛾 .

In case 𝛾 ≤
√︁
2𝛽/𝛼 , 𝑔 coincides with the functional considered in the previous section. Hence, we will

focus on the case 𝛾 >
√︁
2𝛽/𝛼 .

Lemma 5.1. The convex conjugate of 𝑔 is given by

𝑗 (𝑤) = 𝑔★(𝑤) =


0 if |𝑤 | ≤

√︁
2𝛼𝛽,

𝑤2

2𝛼 − 𝛽 if |𝑤 | ∈ [
√︁
2𝛼𝛽, 𝛼𝛾],

𝛾 |𝑤 | − 𝛼
2𝛾

2 − 𝛽 if |𝑤 | ≥ 𝛼𝛾 .

Proof. We recall that the convex conjugate is dened via

𝑔★(𝑤) = sup{𝑢𝑤 − 𝑔(𝑢) | 𝑢 ∈ ℝ}.

Since the eective domain of 𝑔 is compact, the supremum is always attained. In case |𝑤 | ≤
√︁
2𝛼𝛽 ,

the supremum is attained at 𝑢 = 0 and, thus, 𝑔★(𝑤) = 0. We consider the case |𝑤 | ∈ (
√︁
2𝛼𝛽, 𝛼𝛾). For

𝑢 = 𝑤/𝛼 we have |𝑢 | ∈ (
√︁
2𝛽/𝛼,𝛾) and, thus, 0 = 𝑤 − 𝛼𝑢 = 𝑤 − 𝑔′(𝑢). This yields

𝑔★(𝑤) = 𝑢𝑤 − 𝑔(𝑢) = 𝑤2

𝛼
− 𝛼2

𝑤2

𝛼2
− 𝛽 =

𝑤2

2𝛼 − 𝛽.

Finally, for |𝑤 | ≥ 𝛼𝛾 , the supremum is attained at𝑢 = sign(𝑤)𝛾 and the announced formula follows. �

Assumption 4.11 is satised with𝑚 = 2, 𝑏1, 𝑏2 = ±
√︁
2𝛼𝛽 , 𝑎1 = 𝑎2 = 1

2
√︁
2𝛽/𝛼 . The corresponding

function 𝑗0 satises

𝑗 ′′0 (𝑤 ; 𝑧) =


1
𝛼

if |𝑤 | =
√︁
2𝛼𝛽 and sign(𝑤) = sign(𝑧),

1
𝛼

if |𝑤 | ∈ (
√︁
2𝛼𝛽, 𝛼𝛾),

1
𝛼

if |𝑤 | = 𝛼𝛾 and sign(𝑧) = − sign(𝑤),
0 otherwise.

Its conjugate is given by

(
1
2 𝑗
′′
0 (𝑤 ; ·)

)★
(𝑣) :=


𝛼
2 𝑣

2 if |𝑤 | ∈ (
√︁
2𝛼𝛽, 𝛼𝛾),

𝛼
2 𝑣

2 + 𝛿 (−∞,0] if𝑤 = +𝛼𝛾 or𝑤 = −
√︁
2𝛼𝛽,

𝛼
2 𝑣

2 + 𝛿 [0,+∞) if𝑤 = −𝛼𝛾 or𝑤 = +
√︁
2𝛼𝛽,

𝛿 {0} (𝑦) else.

Note that
( 1
2 𝑗
′′
0 (𝜑 ; ·)

)★ (𝑣1) < +∞ implies sign conditions on 𝑣1.
Now let a control 𝑢 ∈ dom(𝐺) be given such that �̄� := −𝜑 := −𝜑𝑢 satises �̄� ∈ 𝜕𝐺 (𝑢) and

Assumption 4.12. We setZ := {|𝜑 | =
√︁
2𝛼𝛽}. Let 𝜇 ∈ M(Ω) be given. If there exist densities 𝑣1 ∈ 𝐿1(𝜆),

𝑣2 ∈ 𝐿1(H𝑑−1 |Z) such that 𝜇 = 𝑣1𝜆 + 𝑣2H𝑑−1 |Z and

(5.4) 𝑣1 ≤ 0 𝜆-a.e. on {𝜑 = +𝛼𝛾}, 𝑣1 ≥ 0 𝜆-a.e. on {𝜑 = −𝛼𝛾},
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then
1
2𝐺
′′(𝑥, 𝜑 ; 𝜇) = 1

2

∫
Z

√︂
𝛼

2𝛽 |∇𝜑 |𝑣
2
2 dH𝑑−1 + 𝛼2

∫
{ |𝜑 | ∈(

√
2𝛼𝛽,𝛼𝛾 ] }

𝑣21 d𝜆 ∈ [0, +∞] .

Otherwise 1
2𝐺
′′(𝑥, 𝜑 ; 𝜇) = +∞. Note that (5.4) does not contain sign conditions on {|𝜑 | =

√︁
2𝛼𝛽} = Z,

since this is a null set due to Assumption 4.12. Due to the same reason, we do not integrate over this
set in the second integral above.
Using this second-order derivative of 𝐺 , we can formulate second-order necessary and sucient

optimality conditions. We compare this to the results of [5]. There, the following second-order necessary
condition [5, Theorem 4.11] was proven

𝐹 ′′(𝑢) (𝑣1𝜆)2 +𝐺 ′′(𝑥, 𝜑 ; 𝑣1𝜆) ≥ 0

for all 𝑣1 satisfying the sign conditions (5.4). In addition, second-order sucient conditions were
obtained with a second-order expression �̃� ′′ which is strictly smaller than the second derivative
obtained in this work. Following the argument of [5, Section 4.4], our no-gap conditions can be
translated into no-gap conditions for problems with the non-smooth functional 𝑔.

6 conclusions and outlook

We have derived no-gap second order conditions for optimal control problems of the form (1.1), in
which 𝐹 is smooth and depends only on the state variable and in which 𝐺 is determined by a not
uniformly convex integrand. Thus, the classical theory (e.g., [3, 4]) cannot be utilized. We have seen
that it is fruitful to discuss these problems in the spaceM(Ω) = 𝐶0(Ω)★. The required weak-★ second
subderivatives can be obtained by dualizing results for the preconjugate function.
Our second order condition is equivalent to a linear growth in the space 𝐿1(𝜆). This follows auto-

matically since we have applied the results of Section 2 with the spaceM(Ω). We expect that a better
growth estimate can be obtained by using a dierent space 𝑋 which is tailored to the precise form of
the functional 𝐺 . This is subject to future work.

references

[1] G. Beer and J.M. Borwein, Mosco convergence and reexivity, Proceedings of the American Math-
ematical Society 109 (1990), 427–427, doi:10.1090/s0002-9939-1990-1012924-9.

[2] E. Casas, Second order analysis for bang-bang control problems of PDEs, SIAM Journal on Control
and Optimization 50 (2012), 2355–2372, doi:10.1137/120862892.

[3] E. Casas and F. Tröltzsch, Second order analysis for optimal control problems: improving results
expected from abstract theory, SIAM Journal on Optimization 22 (2012), 261–279, doi:10.1137/
110840406.

[4] E. Casas and F. Tröltzsch, Second order optimality conditions and their role in PDE control, Jahres-
bericht der Deutschen Mathematiker-Vereinigung 117 (2015), 3–44, doi:10.1365/s13291-014-0109-3.

[5] E. Casas and D. Wachsmuth, First and second order conditions for optimal control problems
with an 𝐿0 term in the cost functional, SIAM J. Control Optim. 58 (2020), 3486–3507, doi:10.1137/
20m1318377.

[6] E. Casas, D. Wachsmuth, and G. Wachsmuth, Sucient second-order conditions for bang-bang
control problems, SIAM Journal on Control and Optimization 55 (2017), 3066–3090, doi:10.1137/
16m1099674.

Wachsmuth, Wachsmuth Second-order conditions: quadratic growth in 𝐿1

https://dx.doi.org/10.1090/s0002-9939-1990-1012924-9
https://dx.doi.org/10.1137/120862892
https://dx.doi.org/10.1137/110840406
https://dx.doi.org/10.1137/110840406
https://dx.doi.org/10.1365/s13291-014-0109-3
https://dx.doi.org/10.1137/20M1318377
https://dx.doi.org/10.1137/20M1318377
https://dx.doi.org/10.1137/16M1099674
https://dx.doi.org/10.1137/16M1099674


J. Nonsmooth Anal. Optim. 3 (2022), 8733 page 36 of 36

[7] E. Casas, D. Wachsmuth, and G. Wachsmuth, Second order analysis and numerical approximation
for bang-bang bilinear control problems, SIAM Journal on Control and Optimization 56 (2018),
4203–4227, doi:10.1137/17m1139953.

[8] C. Christof, Sensitivity Analysis of Elliptic Variational Inequalities of the First and the Second Kind,
PhD thesis, Technische Universität Dortmund, 2018, doi:10.17877/de290r-19056.

[9] C. Christof andC. Meyer, Sensitivity analysis for a class of𝐻 1
0-elliptic variational inequalities of the

second kind, Set-Valued and Variational Analysis 27 (2019), 469–502, doi:10.1007/s11228-018-0495-2.

[10] C. Christof and G. Wachsmuth, No-gap second-order conditions via a directional curvature
functional, SIAM Journal on Optimization 28 (2018), 2097–2130, doi:10.1137/17m1140418.

[11] C. Christof and G. Wachsmuth, Dierential sensitivity analysis of variational inequalities with
locally Lipschitz continuous solution operators, Applied Mathematics & Optimization 81 (2019),
23–62, doi:10.1007/s00245-018-09553-y.

[12] C. Clason and K. Kunisch, Multi-bang control of elliptic systems, Annales de l’Institut Henri
Poincaré C, Analyse non linéaire 31 (2014), 1109–1130, doi:10.1016/j.anihpc.2013.08.005.

[13] C. Combari and L. Thibault, On the graph convergence of subdierentials of convex func-
tions, Proceedings of the American Mathematical Society 126 (1998), 2231–2240, doi:10.1090/
s0002-9939-98-04724-8.

[14] K. Deckelnick and M. Hinze, A note on the approximation of elliptic control problems with
bang-bang controls, Comput. Optim. Appl. 51 (2012), 931–939, doi:10.1007/s10589-010-9365-z.

[15] C. N. Do, Generalized second-order derivatives of convex functions in reexive Banach spaces,
Transactions of the American Mathematical Society 334 (1992), 281–301, doi:10.2307/2153983.

[16] A. B. Levy, Second-order epi-derivatives of integral functionals, Set-Valued Anal. 1 (1993), 379–392,
doi:10.1007/bf01027827.

[17] R. T. Rockafellar, Integrals which are convex functionals. II., Pacic Journal of Mathematics 39
(1971), 439–469, hps://projecteuclid.org:443/euclid.pjm/1102969571.

[18] W. Rudin, Real and Complex Analysis, McGraw-Hill Book Co., New York, third edition edition,
1987.

[19] G. Wachsmuth and D. Wachsmuth, Convergence and regularization results for optimal control
problems with sparsity functional, ESAIM: Control, Optimisation and Calculus of Variations 17
(2011), 858–886, doi:10.1051/cocv/2010027.

[20] S. L. Zabell, Mosco convergence in locally convex spaces, Journal of Functional Analysis 110 (1992),
226–246, doi:10.1016/0022-1236(92)90047-m.

Wachsmuth, Wachsmuth Second-order conditions: quadratic growth in 𝐿1

https://dx.doi.org/10.1137/17m1139953
https://dx.doi.org/10.17877/DE290R-19056
https://dx.doi.org/10.1007/s11228-018-0495-2
https://dx.doi.org/10.1137/17M1140418
https://dx.doi.org/10.1007/s00245-018-09553-y
https://dx.doi.org/10.1016/j.anihpc.2013.08.005
https://dx.doi.org/10.1090/s0002-9939-98-04724-8
https://dx.doi.org/10.1090/s0002-9939-98-04724-8
https://dx.doi.org/10.1007/s10589-010-9365-z
https://dx.doi.org/10.2307/2153983
https://dx.doi.org/10.1007/BF01027827
https://projecteuclid.org:443/euclid.pjm/1102969571
https://dx.doi.org/10.1051/cocv/2010027
https://dx.doi.org/10.1016/0022-1236(92)90047-m

	1 Introduction
	2 No-Gap Second-Order Conditions
	Assumption 2.1 (standing assumptions and notation)
	Definition 2.2 (weak-* second subderivative)
	Remark 2.3
	Lemma 2.4
	Lemma 2.5
	Remark 2.6
	Definition 2.7 (second-order epi-differentiability)
	Theorem 2.8 (SNC involving the second subderivative)
	Theorem 2.9 (SSC involving the second subderivative)
	Theorem 2.10 (no-gap second-order optimality condition)
	Corollary 2.11
	Lemma 2.12

	3 Second-order derivatives of integral functionals over continuous functions
	Theorem 3.1 (Rockafellar, 1971, Corollary 4A, 4B)
	3.1 Strong second subderivatives
	Definition 3.2 (strong second subderivative)
	Lemma 3.3
	Theorem 3.4
	Lemma 3.5
	Example 3.6
	Lemma 3.7
	Lemma 3.8
	Remark 3.9
	Remark 3.10
	Assumption 3.11
	Theorem 3.12
	Corollary 3.13
	Theorem 3.14
	Remark 3.15

	3.2 Difference quotients of subdifferentials
	Lemma 3.16
	Lemma 3.17
	Remark 3.18
	Lemma 3.19
	Theorem 3.20

	3.3 A localized descent lemma
	Lemma 3.21
	Remark 3.22
	Remark 3.23
	Lemma 3.24
	Corollary 3.25


	4 Second order derivatives of integral functionals over measures
	Assumption 4.1
	Remark 4.2
	Lemma 4.3
	4.1 Estimates from below
	Lemma 4.4

	4.2 Strictly twice epi-differentiability of G
	Lemma 4.5
	Lemma 4.6
	Lemma 4.7
	Theorem 4.8

	4.3 Localized ascent lemma
	Lemma 4.9
	Remark 4.10

	4.4 No-gap second-order optimality conditions
	Assumption 4.11
	Assumption 4.12
	Theorem 4.13 (strictly twice epi-differentiability of G)
	Theorem 4.14 (no-gap SOC for integral functionals)
	Remark 4.15


	5 Applications
	5.1 Application to a bang-off-bang problem
	5.2 Application to a relaxed L0-problem
	Lemma 5.1


	6 Conclusions and outlook

