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uniform regularity of set-valued mappings and
stability of implicit multifunctions

Nguyen Duy Cuong ∗ Alexander Y. Kruger†

Abstract We propose a unifying general (i.e. not assuming the mapping to have any particular
structure) view on the theory of regularity and clarify the relationships between the existing
primal and dual quantitative sucient and necessary conditions including their hierarchy. We
expose the typical sequence of regularity assertions, often hidden in the proofs, and the roles of
the assumptions involved in the assertions, in particular, on the underlying space: general metric,
normed, Banach or Asplund. As a consequence, we formulate primal and dual conditions for the
stability properties of solution mappings to inclusions.

1 introduction

Many important problems in variational analysis and optimization can be modelled by an inclusion
𝑦 ∈ 𝐹 (𝑥), where 𝐹 is a set-valuedmapping. The behavior of the solution set 𝐹−1(𝑦) when 𝑦 and/or 𝐹 are
perturbed is of special interest. The concepts of metric regularity and subregularity (cf., e.g., [22, 33,46])
have been the key tools when studying stability of solutions. In the next denition, we use the
names 𝛼−regularity and 𝛼−subregularity, xing the main quantitative parameter in the conventional
denitions of the properties.
Definition 1.1. Let 𝑋 and 𝑌 be metric spaces, 𝐹 : 𝑋 ⇒ 𝑌 , (𝑥, 𝑦) ∈ gph 𝐹 , and 𝛼 > 0. The mapping 𝐹 is

(i) 𝛼−regular at (𝑥, 𝑦) if there exist 𝛿 ∈]0, +∞] and ` ∈]0, +∞] such that

𝛼𝑑 (𝑥, 𝐹−1(𝑦)) ≤ 𝑑 (𝑦, 𝐹 (𝑥))(1.1)

for all 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝐵𝛿 (𝑦) with 𝑑 (𝑦, 𝐹 (𝑥)) < 𝛼`;

(ii) 𝛼−subregular at (𝑥, 𝑦) if there exist 𝛿 ∈]0, +∞] and ` ∈]0, +∞] such that

𝛼𝑑 (𝑥, 𝐹−1(𝑦)) ≤ 𝑑 (𝑦, 𝐹 (𝑥))(1.2)

for all 𝑥 ∈ 𝐵𝛿 (𝑥) with 𝑑 (𝑦, 𝐹 (𝑥)) < 𝛼`.
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In the above denition and throughout the paper, 𝐵𝛿 (𝑥) and 𝐵𝛿 (𝑦) stand for open balls with radius
𝛿 around respective points in appropriate spaces. Note that 𝛿 and ` can take innite values; thus,
the denition covers local as well as global properties. This remark applies also to the subsequent
denitions. The technical conditions 𝑑 (𝑦, 𝐹 (𝑥)) < 𝛼` and 𝑑 (𝑦, 𝐹 (𝑥)) < 𝛼` can be dropped (cf. [30,45]),
particularly because the value ` = +∞ is allowed. This does not aect the properties themselves, but
can have an eect on the value of 𝛿 .
Inequalities (1.1) and (1.2) provide linear estimates of the distance from 𝑥 to the solution set of

the respective inclusion via the ‘residual’ 𝑑 (𝑦, 𝐹 (𝑥)) or 𝑑 (𝑦, 𝐹 (𝑥)). As commented by Dontchev and
Rockafellar [22, p.178] ‘in applications, the residual is typically easy to compute or estimate, whereas
nding a solution might be considerably more dicult’.
Besides their importance in studying stability of solutions to inclusions, regularity type estimates

are involved in constraint qualications for optimization problems, qualication conditions in subdif-
ferential and coderivative calculus, and convergence analysis of computational algorithms [1, 3–5, 12, 16,
23, 27, 43].

The name ‘metric regularity’ was coined by Borwein in 1986 [8], but the concept itself can be traced
back to the Banach–Schauder open mapping theorem for linear operators, and its nonlinear extensions
due to Lyusternik & Graves [26,44] and Robinson & Ursescu [53,59]; see, for instance, [19,20,22,31,45,57]
for historical comments. Unlike the ‘full’ regularity in part (i) of Denition 1.1, the weaker subregularity
property in part (ii) (as well as closely related to it properties like calmness, error bounds and weak
sharp minima) is not stable under small perturbations of the data. It has also been well studied; see, for
instance, [2,10,20,22,38,42,45,61,63]. Fortunately, the subregularity property is satised automatically in
nite dimensions when the graph of 𝐹 is the union of nitely many polyhedral convex sets; cf. [22, 33].
When 𝑦 is not xed and can be any point in a neighbourhood of a given point 𝑦 , it represents

canonical perturbations of the inclusion 𝑦 ∈ 𝐹 (𝑥). For some applications it can be important to allow
also perturbations in the right-hand side. This leads to the need to consider parametric inclusions
𝑦 ∈ 𝐹 (𝑝, 𝑥) (or even 𝑦 ∈ 𝐹 (𝑝, 𝑥), thus, combining the two types of perturbations), where 𝐹 is a set-
valued mapping of two variables, with (nonlinear) perturbations in the right-hand side given by a
parameter 𝑝 from some xed set 𝑃 .

Along with the mapping 𝐹 : 𝑃 ×𝑋 ⇒ 𝑌 , which is our main object in this paper, given a point 𝑝 ∈ 𝑃 ,
we consider the mapping 𝐹𝑝 := 𝐹 (𝑝, ·) : 𝑋 ⇒ 𝑌 . Given a 𝑦 ∈ 𝑌 , the mapping

𝑝 ↦→ 𝐺 (𝑝) := 𝐹−1𝑝 (𝑦) = {𝑥 ∈ 𝑋 | 𝑦 ∈ 𝐹 (𝑝, 𝑥)}(1.3)

can be interpreted as an implicit multifunction corresponding to the parametric inclusion 𝑦 ∈ 𝐹 (𝑝, 𝑥).
When studying implicit multifunctions, it is common to consider ‘uniform’ versions of the properties
in Denition 1.1 (cf., e.g., [32, Denition 3.1]).
Definition 1.2. Let 𝑋 and 𝑌 be metric spaces, and 𝑃 be a set, 𝐹 : 𝑃 × 𝑋 ⇒ 𝑌 , 𝑥 ∈ 𝑋 , 𝑦 ∈ 𝑌 , and 𝛼 > 0.
The mapping 𝐹 is

(i) 𝛼−regular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) if there exist 𝛿 ∈]0, +∞] and ` ∈]0, +∞] such that

𝛼𝑑 (𝑥, 𝐹−1𝑝 (𝑦)) ≤ 𝑑 (𝑦, 𝐹 (𝑝, 𝑥))(1.4)

for all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝐵𝛿 (𝑦) with 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼`;

(ii) 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) if there exist 𝛿 ∈]0, +∞] and ` ∈]0, +∞] such
that

𝛼𝑑 (𝑥, 𝐹−1𝑝 (𝑦)) ≤ 𝑑 (𝑦, 𝐹 (𝑝, 𝑥))(1.5)

for all 𝑝 ∈ 𝑃 and 𝑥 ∈ 𝐵𝛿 (𝑥) with 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼`.
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If 𝑃 is a singleton, then the properties in Denition 1.2 reduce to the corresponding conventional
regularity properties in Denition 1.1. Moreover, the subregularity property in Denition 1.2(ii) coincides
in this case with the subregularity property of the mapping (1.3) considered in [14].
Remark 1.3. (i) If 𝑌 is a linear metric space with a shift-invariant metric, in particular, a normed

space, then the property in part (i) of Denition 1.2 reduces to the one in part (ii) with the extended
parameter set 𝑃 := 𝑃 ×𝑌 and set-valued mapping 𝐹 ((𝑝, 𝑦), 𝑥) := 𝐹 (𝑝, 𝑥) − 𝑦 , ((𝑝, 𝑦), 𝑥) ∈ 𝑃 ×𝑋 ,
in place of 𝑃 and 𝐹 , respectively. Moreover, in both parts of the denition, it is sucient to
consider the case 𝑦 := 0: the general case reduces to it by replacing 𝐹 with 𝐹 − 𝑦 .

(ii) Unlike Denition 1.1, in Denition 1.2 the reference point (𝑥, 𝑦) is not associated with the graph
of 𝐹 . This is a technical relaxation caused by the fact that gph 𝐹 is a subset of a product of three
spaces 𝑃 × 𝑋 × 𝑌 , and at this stage there is no reference point in 𝑃 . Denition 1.4 below is
formulated in a more conventional way.

(iii) There exist other concepts of uniform regularity in the literature. For instance, it is not uncommon
to talk about uniform regularity when inequality (1.1) holds for all (𝑥, 𝑦) in a compact subset of
𝑋 × 𝑌 with the same parameters 𝛼 , 𝛿 and `; cf. [16].

Local (in 𝑝) versions of the properties in Denition 1.2 are of special interest. They correspond to 𝑃
being a neighbourhood of a point 𝑝 in some metric spaces; cf., e.g., [32, 49].
Definition 1.4. Let 𝑃 , 𝑋 and 𝑌 be metric spaces, 𝐹 : 𝑃 × 𝑋 ⇒ 𝑌 , (𝑝, 𝑥, 𝑦) ∈ gph 𝐹 , and 𝛼 > 0. The
mapping 𝐹 is

(i) 𝛼−regular in 𝑥 uniformly in 𝑝 at (𝑝, 𝑥, 𝑦) if there exist [ ∈]0, +∞], 𝛿 ∈]0, +∞] and ` ∈]0, +∞]
such that inequality (1.4) is satised for all𝑝 ∈ 𝐵[ (𝑝),𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝐵𝛿 (𝑦)with𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) <
𝛼`;

(ii) 𝛼−subregular in 𝑥 uniformly in 𝑝 at (𝑝, 𝑥, 𝑦) if there exist [ ∈]0, +∞], 𝛿 ∈]0, +∞] and ` ∈]0, +∞]
such that inequality (1.5) is satised for all 𝑝 ∈ 𝐵[ (𝑝) and 𝑥 ∈ 𝐵𝛿 (𝑥) with 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼`.

We often simply say that 𝐹 is regular or subregular if the exact value of 𝛼 in the above denitions
is not important. The exact upper bound of all 𝛼 > 0 such that a property in the above denitions is
satised with some 𝛿 ∈]0, +∞] and ` ∈]0, +∞] (and [ ∈]0, +∞]), is called the modulus (or rate) of the
property.
Apart from the main parameter 𝛼 , providing a quantitative measure of the respective property,

the properties in above denitions depend also on the auxiliary parameters 𝛿 , [ and `. They control
(directly and indirectly) the size of the neighbourhoods of 𝑥 and 𝑝 involved in the denitions. As
discussed above, the last parameter can be dropped (together with the corresponding constraints).
We keep all the parameters to emphasize their dierent roles in the denitions and corresponding
characterizations. The necessary and sucient regularity conditions presented in the paper normally
involve the same collection of parameters.
The properties in Denitions 1.2 and 1.4 can be interpreted as kinds of Lipschitz-like properties

of the implicit multifunction (solution mapping) (1.3). This observation opens a way for numerous
applications of the characterizations established in this and many other papers; cf. Section 5.
Regularity properties of implicit multifunctions were rst considered by Robinson [52–54] when

studying stability of solution sets of generalized equations. This initiated a great deal of research by
many authors, mostly in normed spaces (and with 𝑦 := 0). Dontchev et al. [21, Theorem 2.1] gave a
sucient condition for regularity of implicit multifunctions in terms of graphical derivatives. Ngai et
al. [47, 49] employed the theory of error bounds to characterizing the property in metric and Banach
spaces. In [14, 15, 25, 28, 29, 40, 41, 50, 60] dual sucient conditions were established in nite and innite
dimensions in terms of Fréchet, limiting, directional limiting and Clarke coderivatives. Chieu et al. [11]
established connections between regularity and Lipschitz-like properties of implicit multifunctions.
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The regularity properties of the type given in Denitions 1.2 and 1.4 are often referred to in the
literature as metric regularity [14, 29, 41], metric regularity in Robinson’s sense [50, 60], and Robinson
metric regularity [11, 28] (of implicit multifunctions). Following Ioe [32, 33], we prefer to talk about
uniform regularity. We refer the readers to [6, 7, 22, 32, 40, 50] for more discussions and historical
comments.
The metric properties in Denition 1.4 admit equivalent geometric characterizations. This is illus-

trated by the next proposition providing a characterization for the property in Denition 1.2(ii).
Proposition 1.5. Let𝑋 and𝑌 be metric spaces, and 𝑃 be a set, 𝐹 : 𝑃 ×𝑋 ⇒ 𝑌 , 𝑥 ∈ 𝑋 , 𝑦 ∈ 𝑌 , and 𝛼 > 0. The
mapping 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with some 𝛿 ∈]0, +∞] and ` ∈]0, +∞] if
and only if

𝐹−1𝑝 (𝑦) ∩ 𝐵𝜌 (𝑥) ≠ ∅(1.6)

for all 𝜌 ∈]0, ` [, 𝑝 ∈ 𝑃 and 𝑥 ∈ 𝐵𝛿 (𝑥) with 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼𝜌 .

Proof. Suppose 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with some 𝛿 ∈]0, +∞] and
` ∈]0, +∞]. Let 𝜌 ∈]0, ` [, 𝑝 ∈ 𝑃 and 𝑥 ∈ 𝐵𝛿 (𝑥) with 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼𝜌 . Then 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼`. By
Denition 1.2(ii), 𝑑 (𝑥, 𝐹−1𝑝 (𝑦)) ≤ 𝛼−1𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝜌 . Hence, condition (1.6) is satised.

Conversely, suppose 𝛿 ∈]0, +∞] and ` ∈]0, +∞], and condition (1.6) is satised for all 𝜌 ∈]0, ` [, 𝑝 ∈ 𝑃

and 𝑥 ∈ 𝐵𝛿 (𝑥) with 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼𝜌 . Let 𝑝 ∈ 𝑃 and 𝑥 ∈ 𝐵𝛿 (𝑥) with 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼`. Choose a 𝜌
satisfying 𝛼−1𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝜌 < `. Then, by (1.6), 𝑑 (𝑥, 𝐹−1𝑝 (𝑦)) < 𝜌 . Letting 𝜌 ↓ 𝛼−1𝑑 (𝑦, 𝐹 (𝑝, 𝑥)), we
arrive at (1.5), i.e. 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `. �

The aim of this paper is not to add some new sucient or necessary conditions for regularity
properties of general set-valued mappings or implicit multifunctions to the large volume of existing
ones (although some conditions in the subsequent sections are indeed new), but to propose a unifying
general (i.e. not assuming the mapping 𝐹 to have any particular structure and not using tangential
approximations of gph 𝐹 ) view on the theory of regularity, and clarify the relationships between the
existing conditions including their hierarchy. We expose the typical sequence of regularity assertions,
often hidden in the proofs, and the roles of the assumptions involved in the assertions, in particular,
on the underlying space: general metric, normed, Banach or Asplund.
We present a series of necessary and sucient regularity conditions with the main emphasis (in

line with the current trend in the literature) on the latter ones. The (typical) sequence of sucient
regularity conditions is represented by the following chain of assertions, each subsequent assertion
being a consequence of the previous one:

(i) nonlocal primal space conditions in complete metric spaces (Theorem 3.1(ii));

(ii) local primal space conditions in complete metric spaces (Corollary 3.4(ii));

(iii) subdierential conditions in Banach and Asplund spaces (Proposition 4.1);

(iv) normal cone conditions in Banach and Asplund spaces (Theorem 4.4);

(v) coderivative conditions in Banach and Asplund spaces (Corollaries 4.8 and 4.9).
Even if one targets coderivative conditions, they still have to go through the ve steps listed above with
details often hidden in long proofs. Apart from making the whole process more transparent, which
is our main objective, the assertions in (i)–(iv) can be of independent interest, at least theoretically,
especially the slope type conditions in (ii) and normal cone conditions in (iv). In combination with
tangential approximations of gph 𝐹 , they are likely to lead to veriable regularity conditions.

The implications (i) ⇒ (ii) and (iv) ⇒ (v) in the above list follow immediately from the denitions.
The main assertions are the suciency of condition (i), and implications (ii)⇒ (iii)⇒ (iv). They employ
the following fundamental tools of variational analysis:

Cuong and Kruger Uniform regularity of set-valued mappings
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• Ekeland variational principle (suciency of condition (i));

• sum rules for respective subdierentials (implications (ii)⇒ (iii)⇒ (iv)).

Thus, all the sucient conditions on the list are consequences of the Ekeland variational principle,
and as such, they are ‘outer’ conditions, i.e. they need to be checked at points outside the solution set
𝐹−1𝑝 (𝑦).
Most of the sucient conditions are accompanied by the corresponding necessary ones. The nec-

essary conditions do not require the underlying spaces to be complete and are generally easy conse-
quences of the denitions. With the exception of the general nonlocal condition in Theorem 3.1(i), such
conditions are formulated in normed spaces and assume the graph of 𝐹 to be convex. In Section 4.2, we
provide a series of dual necessary regularity conditions for set-valued mappings with closed convex
graphs acting between Banach spaces some of which are also sucient.
In the setting of complete metric spaces, and assuming that gph 𝐹𝑝 is closed for all 𝑝 ∈ 𝑃 , the gap

between the nonlocal necessary and sucient subregularity conditions in Theorem 3.1 is not big: they
share the same inequality (3.3); with all the other parameters coinciding, the suciency part naturally
requires it to hold for all 𝑥 in a larger set. Unfortunately, unlike the ‘full’ regularity possessing the well
known coderivative criterion (see, e.g., [36, 45]), this is not the case in general with local subregularity
conditions unless the graph of 𝐹 is convex. The sucient subregularity conditions presented in the
paper are the weakest possible in each group, but can still be far from necessary. As it has been discussed
in the literature (see, e.g., a discussion of the equivalent subtransversality property in [39]), the reason
for this phenomenon lies in the fact that the subregularity property lacks robustness.
The hot topic of regularity of a set-valued mapping 𝐹 with a special structure, particularly in the

arising in numerous applications such as, e.g., KKT systems and variational inequalities, case when
𝐹 = 𝑔 +𝐺 with 𝑔 single valued and 𝐺 set-valued (typically a normal cone mapping), is outside the
scope of the current paper. Computing ‘slopes’ and coderivatives of such mappings (or normal cones to
their graphs) is usually a dicult job and requires imposing additional assumptions on 𝑔 and 𝐺 . This
is what people working in this area normally do. We want to emphasize that this type of conditions
still fall into the ve-point scheme described above.

The rest of the paper is organized as follows. The next Section 2 contains some preliminary facts used
throughout the paper. Sections 3 and 4 are dedicated, respectively, to primal and dual sucient and
necessary conditions for the regularity properties. In Section 5,we illustrate the theory by characterizing
the conventional metric regularity and subregularity of set-valued mappings as well as stability
properties of solution mappings to parametric inclusions.

2 preliminaries

Our basic notation is standard, see, e.g., [22, 45, 57]. Throughout the paper, if not explicitly stated
otherwise, 𝑃 is an arbitrary set, 𝑋 and 𝑌 are either metric or normed/Banach/Asplund spaces. Products
of metric or normed spaces are assumed to be equipped with the maximum distance or norm. The
topological dual of a normed space 𝑋 is denoted by 𝑋 ∗, while 〈·, ·〉 denotes the bilinear form dening
the pairing between the two spaces. In a primal space, the open and closed balls with center 𝑥 and
radius 𝛿 ∈]0, +∞] are denoted, respectively, by 𝐵𝛿 (𝑥) and 𝐵𝛿 (𝑥), while 𝔹 and 𝔹 stand for, respectively,
the open and closed unit balls. The open unit ball in the dual space is denoted by 𝔹∗. Symbols ℝ,
ℝ+ and ℕ stand for the real line, the set of all nonnegative reals, and the set of all positive integers,
respectively.
For a set Ω in a normed space, its closure is denoted by clΩ. The distance from a point 𝑥 to Ω is

dened by 𝑑 (𝑥,Ω) := inf𝑢∈Ω ‖𝑢 − 𝑥 ‖, and we use the convention 𝑑 (𝑥, ∅) = +∞. The indicator function
of Ω is dened by 𝑖Ω (𝑥) = 0 if 𝑥 ∈ Ω, and 𝑖Ω (𝑥) = +∞ if 𝑥 ∉ Ω.
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The dual conditions in the paper are formulated in terms of Fréchet and Clarke normals and
subdierentials; cf., e.g., [17, 37].

Given a point 𝑥 ∈ Ω, the sets

𝑁 𝐹
Ω (𝑥) :=

{
𝑥∗ ∈ 𝑋 ∗ | lim sup

Ω3𝑥→𝑥, 𝑥≠𝑥

〈𝑥∗, 𝑥 − 𝑥〉
‖𝑥 − 𝑥 ‖ ≤ 0

}
,(2.1)

𝑁𝐶
Ω (𝑥) :=

{
𝑥∗ ∈ 𝑋 ∗ | 〈𝑥∗, 𝑧〉 ≤ 0 for all 𝑧 ∈ 𝑇𝐶

Ω (𝑥)
}

(2.2)

are, respectively, the Fréchet and Clarke normal cones to Ω at 𝑥 . In denition (2.2), 𝑇𝐶
Ω (𝑥) stands for

the Clarke tangent cone to Ω at 𝑥 . The sets (2.1) and (2.2) are nonempty closed convex cones satisfying
𝑁 𝐹
Ω (𝑥) ⊂ 𝑁𝐶

Ω (𝑥). If Ω is a convex set, both cones reduce to the normal cone in the sense of convex
analysis:

𝑁Ω (𝑥) := {𝑥∗ ∈ 𝑋 ∗ | 〈𝑥∗, 𝑥 − 𝑥〉 ≤ 0 for all 𝑥 ∈ Ω} .

For an extended-real-valued function 𝑓 : 𝑋 → ℝ∪{+∞} on a normed space, its domain and epigraph
are dened, respectively, by dom 𝑓 := {𝑥 ∈ 𝑋 | 𝑓 (𝑥) < +∞} and epi 𝑓 := {(𝑥, 𝛼) ∈ 𝑋 ×ℝ | 𝑓 (𝑥) ≤ 𝛼}.
The Fréchet and Clarke subdierentials of 𝑓 at 𝑥 ∈ dom 𝑓 are dened, respectively, as

𝜕𝐹 𝑓 (𝑥) :=
{
𝑥∗ ∈ 𝑋 ∗ | lim inf

𝑥→𝑥, 𝑥≠𝑥

𝑓 (𝑥) − 𝑓 (𝑥) − 〈𝑥∗, 𝑥 − 𝑥〉
‖𝑥 − 𝑥 ‖ ≥ 0

}
,(2.3)

𝜕𝐶 𝑓 (𝑥) := {𝑥∗ ∈ 𝑋 ∗ | 〈𝑥∗, 𝑧〉 ≤ 𝑓 ◦(𝑥, 𝑧) for all 𝑧 ∈ 𝑋 } ,(2.4)

where 𝑓 ◦(𝑥, 𝑧) is the Clarke–Rockafellar directional derivative [55, 56] of 𝑓 at 𝑥 in the direction 𝑧 ∈ 𝑋 .
The sets (2.3) and (2.4) are closed and convex, and satisfy 𝜕𝐹 𝑓 (𝑥) ⊂ 𝜕𝐶 𝑓 (𝑥). If 𝑓 is convex, they reduce
to the subdierential in the sense of convex analysis:

𝜕𝑓 (𝑥) := {𝑥∗ ∈ 𝑋 ∗ | 𝑓 (𝑥) − 𝑓 (𝑥) − 〈𝑥∗, 𝑥 − 𝑥〉 ≥ 0 for all 𝑥 ∈ 𝑋 } .

It is easy to check that 𝑁 𝐹
Ω (𝑥) = 𝜕𝐹 𝑖Ω (𝑥), 𝑁𝐶

Ω (𝑥) = 𝜕𝐶𝑖Ω (𝑥), and

𝜕𝐹 𝑓 (𝑥) =
{
𝑥∗ ∈ 𝑋 ∗ | (𝑥∗,−1) ∈ 𝑁 𝐹

epi 𝑓 (𝑥, 𝑓 (𝑥))
}
,

𝜕𝐶 𝑓 (𝑥) =
{
𝑥∗ ∈ 𝑋 ∗ | (𝑥∗,−1) ∈ 𝑁𝐶

epi 𝑓 (𝑥, 𝑓 (𝑥))
}
.

By convention, we set 𝑁 𝐹
Ω (𝑥) = 𝑁𝐶

Ω (𝑥) := ∅ if 𝑥 ∉ Ω and 𝜕𝐹 𝑓 (𝑥) = 𝜕𝐶 𝑓 (𝑥) := ∅ if 𝑥 ∉ dom 𝑓 . We often
use the generic notations 𝑁 and 𝜕 for Fréchet and Clarke objects, specifying wherever necessary the
type of the object by an appropriate superscript, e.g., 𝑁 := 𝑁 𝐹 or 𝑁 := 𝑁𝐶 .
The following fact is an immediate consequence of the denition of the Fréchet subdierential;

cf. [37, 45].
Lemma 2.1. Suppose 𝑋 is a normed space and 𝑓 : 𝑋 → ℝ ∪ {+∞}. If 𝑥 ∈ dom 𝑓 is a point of local
minimum of 𝑓 , then 0 ∈ 𝜕𝐹 𝑓 (𝑥).
The representation of the (convex) subdierential of a norm in the next lemma is of importance;

cf. [62, Corollary 2.4.16].
Lemma 2.2. Let (𝑌, ‖ · ‖) be a normed space. Then

(i) 𝜕‖ · ‖(0) = {𝑦∗ ∈ 𝑌 ∗ | ‖𝑦∗‖ ≤ 1};

(ii) 𝜕‖ · ‖(𝑦) = {𝑦∗ ∈ 𝑌 ∗ | 〈𝑦∗, 𝑦〉 = ‖𝑦 ‖ and ‖𝑦∗‖ = 1}, 𝑦 ≠ 0.
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For an extended real-valued function 𝑓 on a metric space, its slope and nonlocal slope (cf. [7,30,38,48])
at 𝑥 ∈ dom 𝑓 are dened, respectively, by

|∇𝑓 | (𝑥) := lim sup
𝑢→𝑥,𝑢≠𝑥

[𝑓 (𝑥) − 𝑓 (𝑢)]+
𝑑 (𝑥,𝑢) and |∇𝑓 |�(𝑥) := sup

𝑢≠𝑥

[𝑓 (𝑥) − 𝑓+(𝑢)]+
𝑑 (𝑥,𝑢) ,

where 𝛼+ := max{0, 𝛼} for any 𝛼 ∈ ℝ. If 𝑥 ∉ dom 𝑓 , we set |∇𝑓 | (𝑥) = |∇𝑓 |�(𝑥) := +∞. The following
simple facts are well known; cf., e.g., [18].
Lemma 2.3. Let 𝑋 be a metric space, 𝑓 : 𝑋 → ℝ ∪ {+∞}, 𝑥 ∈ dom 𝑓 , and 𝑓 (𝑥) > 0.

(i) |∇𝑓 | (𝑥) ≤ |∇𝑓 |�(𝑥).

(ii) If 𝑋 is a normed space and 𝑓 is convex, then |∇𝑓 |�(𝑥) = |∇𝑓 | (𝑥) = 𝑑 (0, 𝜕𝑓 (𝑥)) .

A set-valued mapping 𝐹 : 𝑋 ⇒ 𝑌 between two sets 𝑋 and 𝑌 is a mapping, which assigns to every
𝑥 ∈ 𝑋 a subset (possibly empty) 𝐹 (𝑥) of 𝑌 . We use the notations gph 𝐹 := {(𝑥, 𝑦) ∈ 𝑋 × 𝑌 | 𝑦 ∈ 𝐹 (𝑥)}
and dom 𝐹 := {𝑥 ∈ 𝑋 | 𝐹 (𝑥) ≠ ∅} for the graph and the domain of 𝐹 , respectively, and 𝐹−1 : 𝑌 ⇒ 𝑋

for the inverse of 𝐹 . This inverse (which always exists with possibly empty values at some 𝑦) is dened
by 𝐹−1(𝑦) := {𝑥 ∈ 𝑋 | 𝑦 ∈ 𝐹 (𝑥)}, 𝑦 ∈ 𝑌 . Obviously dom 𝐹−1 = 𝐹 (𝑋 ).
If 𝑋 and 𝑌 are normed spaces, the coderivative of 𝐹 at (𝑥, 𝑦) ∈ gph 𝐹 is a set-valued mapping

𝐷∗𝐹 (𝑥, 𝑦) : 𝑌 ∗ ⇒ 𝑋 ∗ dened by

𝐷∗𝐹 (𝑥, 𝑦) (𝑦∗) := {𝑥∗ ∈ 𝑋 ∗ | (𝑥∗,−𝑦∗) ∈ 𝑁gph 𝐹 (𝑥, 𝑦)}, 𝑦∗ ∈ 𝑌 ∗.(2.5)

Depending on the type of the normal cone in (2.5), it can dene various coderivatives. We use symbols
𝐷∗
𝐹
and 𝐷∗

𝐶
to denote, respectively, the Fréchet and Clarke coderivatives.

The key tools in the proofs of the main results are the celebrated Ekeland variational principle and
several subdierential sum rules; cf. [22, 24, 33, 34, 37, 45, 55, 62].
Lemma 2.4. Suppose 𝑋 is a complete metric space, 𝑓 : 𝑋 → ℝ ∪ {+∞} is lower semicontinuous, 𝑥 ∈ 𝑋 ,
Y > 0 and _ > 0. If 𝑓 (𝑥) < inf𝑋 𝑓 + Y, then there exists an 𝑥 ∈ 𝑋 such that

(i) 𝑑 (𝑥, 𝑥) < _;

(ii) 𝑓 (𝑥) ≤ 𝑓 (𝑥);

(iii) 𝑓 (𝑢) + (Y/_)𝑑 (𝑢, 𝑥) ≥ 𝑓 (𝑥) for all 𝑢 ∈ 𝑋 .

Lemma 2.5. Suppose 𝑋 is a normed space, 𝑓1, 𝑓2 : 𝑋 → ℝ ∪ {+∞}, and 𝑥 ∈ dom 𝑓1 ∩ dom 𝑓2.

(i) Let 𝑓1 and 𝑓2 be convex and 𝑓1 be continuous at a point in dom 𝑓2. Then

𝜕(𝑓1 + 𝑓2) (𝑥) = 𝜕𝑓1(𝑥) + 𝜕𝑓2(𝑥) .

(ii) Let 𝑓1 be Lipschitz continuous and 𝑓2 be lower semicontinuous in a neighbourhood of 𝑥 . Then

𝜕𝐶 (𝑓1 + 𝑓2) (𝑥) ⊂ 𝜕𝐶 𝑓1(𝑥) + 𝜕𝐶 𝑓2(𝑥).

(iii) Let 𝑋 be Asplund, 𝑓1 be Lipschitz continuous and 𝑓2 be lower semicontinuous in a neighbourhood
of 𝑥 . Then, for any 𝑥∗ ∈ 𝜕𝐹 (𝑓1 + 𝑓2) (𝑥) and Y > 0, there exist 𝑥1, 𝑥2 ∈ 𝑋 with ‖𝑥𝑖 − 𝑥 ‖ < Y,
|𝑓𝑖 (𝑥𝑖) − 𝑓𝑖 (𝑥) | < Y (𝑖 = 1, 2), such that

𝑥∗ ∈ 𝜕𝐹 𝑓1(𝑥1) + 𝜕𝐹 𝑓2(𝑥2) + Y𝔹∗.

Recall that a Banach space is Asplund if every continuous convex function on an open convex set is
Fréchet dierentiable on a dense subset [51], or equivalently, if the dual of each its separable subspace
is separable. We refer the reader to [9, 45, 51] for discussions about and characterizations of Asplund
spaces. All reexive, particularly, all nite dimensional Banach spaces are Asplund.
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3 slope necessary and sufficient conditions

This section is dedicated to slope necessary and sucient conditions. For simplicity, we focus on the
uniform subregularity property in Denition 1.2(ii). The corresponding conditions for the property in
Denition 1.2(i) can be formulated in a similar way. Besides, in view of Remark 1.3, in normed spaces
(which is our setting in the next section) such conditions can be obtained as consequences of those for
the subregularity.
The necessary conditions are deduced directly from the denitions of the respective properties,

while the sucient ones come from the application of the Ekeland variational principle. In the convex
case, the conditions are necessary and sucient.

In this section, 𝑃 is a nonempty set, 𝑋 and 𝑌 are metric spaces, and 𝐹 : 𝑃 × 𝑋 ⇒ 𝑌 . We assume the
parameters 𝑥 ∈ 𝑋 , 𝑦 ∈ 𝑌 , 𝛼 > 0, 𝛿 ∈]0, +∞] and ` ∈]0, +∞] to be xed. In what follows, we employ a
collection of functions

𝜓𝑝 (𝑢, 𝑣) := 𝑑 (𝑣, 𝑦) + 𝑖gph 𝐹𝑝 (𝑢, 𝑣), 𝑢 ∈ 𝑋, 𝑣 ∈ 𝑌(3.1)

depending on a parameter 𝑝 ∈ 𝑃 . Along with the standard maximum distance on 𝑋 × 𝑌 , we also use a
metric depending on a parameter 𝛾 > 0:

𝑑𝛾 ((𝑢, 𝑣), (𝑥, 𝑦)) := max {𝑑 (𝑢, 𝑥), 𝛾𝑑 (𝑣, 𝑦)} , 𝑢, 𝑥 ∈ 𝑋, 𝑣, 𝑦 ∈ 𝑌 .(3.2)

The next theorem plays a crucial role for the subsequent considerations. The slope and subdieren-
tial/normal cone/coderivative conditions for uniform 𝛼−subregularity in this paper are consequences
of this theorem.
Theorem 3.1. (i) If 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `, then

sup
(𝑢,𝑣) ∈gph 𝐹𝑝 , (𝑢,𝑣)≠(𝑥,𝑦)
𝑑 (𝑢,𝑥)<𝛿+`,𝑑 (𝑣,𝑦)<𝛼`

𝑑 (𝑦, 𝑦) − 𝑑 (𝑣, 𝑦)
𝑑𝛾 ((𝑢, 𝑣), (𝑥, 𝑦))

≥ 𝛼(3.3)

for 𝛾 := 𝛼−1, and all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfying

𝑥 ∉ 𝐹−1𝑝 (𝑦), 𝑦 ∈ 𝐹 (𝑝, 𝑥)∩𝐵𝛼` (𝑦) .(3.4)

(ii) Suppose 𝑋 and 𝑌 are complete, and gph 𝐹𝑝 is closed for all 𝑝 ∈ 𝑃 . If inequality (3.3) holds for some
𝛾 > 0, and all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), then 𝐹 is 𝛼−subregular in 𝑥 uniformly
in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `.

Proof. (i) Suppose 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `. Let 𝑝 ∈ 𝑃 ,
𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfy (3.4), 𝛾 := 𝛼−1, and [ > 1. By (3.4) and Denition 1.2(ii), there exist a
b ∈]1, [ [ such that b𝑑 (𝑦, 𝑦) < 𝛼`, and a point 𝑥 ∈ 𝐹−1𝑝 (𝑦) such that 𝛼𝑑 (𝑥, 𝑥) < b𝑑 (𝑦, 𝑦). Thus,
(𝑥, 𝑦) ∈ gph 𝐹𝑝 , (𝑥, 𝑦) ≠ (𝑥, 𝑦),

𝑑 (𝑥, 𝑥) ≤ 𝑑 (𝑥, 𝑥) + 𝑑 (𝑥, 𝑥) < 𝛼−1b𝑑 (𝑦, 𝑦) + 𝛿 ≤ ` + 𝛿, and
𝑑𝛾 ((𝑥, 𝑦), (𝑥, 𝑦)) = max{𝑑 (𝑥, 𝑥), 𝛾𝑑 (𝑦, 𝑦)} ≤ 𝛼−1max{b, 1}𝑑 (𝑦, 𝑦) = 𝛼−1b𝑑 (𝑦, 𝑦).

Hence,

sup
(𝑢,𝑣) ∈gph 𝐹𝑝 , (𝑢,𝑣)≠(𝑥,𝑦)
𝑑 (𝑢,𝑥)<𝛿+`,𝑑 (𝑣,𝑦)<𝛼`

𝑑 (𝑦, 𝑦) − 𝑑 (𝑣, 𝑦)
𝑑𝛾 ((𝑢, 𝑣), (𝑥, 𝑦))

≥ 𝑑 (𝑦, 𝑦)
𝑑𝛾 ((𝑥, 𝑦), (𝑥, 𝑦))

≥ 𝛼b−1 > 𝛼[−1.

Letting [ ↓ 1, we arrive at (3.3).
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(ii) Suppose 𝐹 is not 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `. By Deni-
tion 1.2(ii), there exist points 𝑝 ∈ 𝑃 and 𝑥 ∈ 𝐵𝛿 (𝑥) such that

𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼 min{𝑑 (𝑥, 𝐹−1𝑝 (𝑦)), `}.

Hence, 𝑥 ∉ 𝐹−1𝑝 (𝑦), or equivalently, 𝑦 ∉ 𝐹 (𝑝, 𝑥). Set `0 := min{𝑑 (𝑥, 𝐹−1𝑝 (𝑦)), `}. Choose a number
Y such that 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < Y < 𝛼`0, and a point 𝑦 ∈ 𝐹 (𝑝, 𝑥) such that 𝑑 (𝑦, 𝑦) < Y. The function
𝜓𝑝 : 𝑋 ×𝑌 → ℝ+∪{+∞}, dened by (3.1), is lower semicontinuous on 𝐵𝛿+` (𝑥) ×𝐵𝛼` (𝑦). Besides,

𝜓𝑝 (𝑥, 𝑦) = 𝑑 (𝑦, 𝑦) < inf
𝐵𝛿+` (𝑥)×𝐵𝛼` (𝑦)

𝜓𝑝 + Y.

Let 𝛾 > 0. Applying the Ekeland variational principle (Lemma 2.4) to the restriction of 𝜓𝑝 to
the complete metric space 𝐵𝛿+` (𝑥) × 𝐵𝛼` (𝑦) with the metric (3.2), we can nd a point (𝑥, 𝑦) ∈
𝐵𝛿+` (𝑥) × 𝐵𝛼` (𝑦) such that

𝑑𝛾 ((𝑥, 𝑦), (𝑥, 𝑦)) < `0, 𝜓𝑝 (𝑥, 𝑦) ≤ 𝜓𝑝 (𝑥, 𝑦),(3.5)
𝜓𝑝 (𝑥, 𝑦) ≤ 𝜓𝑝 (𝑢, 𝑣) + (Y/`0)𝑑𝛾 ((𝑢, 𝑣), (𝑥, 𝑦))(3.6)

for all (𝑢, 𝑣) ∈ 𝐵𝛿+` (𝑥) × 𝐵𝛼` (𝑦). By (3.5), we have 𝑦 ∈ 𝐹 (𝑝, 𝑥), and

𝑑 (𝑥, 𝑥) ≤ 𝑑 (𝑥, 𝑥) + 𝑑 (𝑥, 𝑥) < `0 + 𝛿 ≤ ` + 𝛿,

𝑑 (𝑦, 𝑦) ≤ 𝑑 (𝑦, 𝑦) < Y < 𝛼`0 ≤ 𝛼`.

Besides, 𝑑 (𝑥, 𝑥) < `0 ≤ 𝑑 (𝑥, 𝐹−1𝑝 (𝑦)). This implies 𝑥 ∉ 𝐹−1𝑝 (𝑦), and consequently, 𝑦 ≠ 𝑦 . It
follows from (3.6) that

sup
(𝑢,𝑣) ∈gph 𝐹𝑝 , (𝑢,𝑣)≠(𝑥,𝑦)
𝑑 (𝑢,𝑥)<𝛿+`,𝑑 (𝑣,𝑦)<𝛼`

𝑑 (𝑦, 𝑦) − 𝑑 (𝑣, 𝑦)
𝑑𝛾 ((𝑢, 𝑣), (𝑥, 𝑦))

≤ Y

`0
< 𝛼.

The last estimate contradicts (3.3).
�

Remark 3.2. (i) The expression in the left-hand side of the inequality (3.3) is the nonlocal𝛾-slope [38,
p. 60] at (𝑥, 𝑦) of the restriction of the function𝜓𝑝 , given by (3.1), to gph 𝐹𝑝 ∩ [𝐵𝛿+` (𝑥) ×𝐵𝛼` (𝑦)].

(ii) By the denition of the metric (3.2), if inequality (3.3) is satised with a 𝛾 > 0, then it is also
satised with any 𝛾 ′ ∈]0, 𝛾 [. This observation is applicable to all slope inequalities in this section.

(iii) The completeness of the space and closedness assumption in part (ii) of Theorem 3.1 (and the
subsequent statements) can be relaxed: it suces to require that gph 𝐹𝑝 ∩ [𝐵𝛿+` (𝑥) × 𝐵𝛼` (𝑦)] is
complete for all 𝑝 ∈ 𝑃 .

(iv) The sucient condition in part (ii) of Theorem 3.1 is often hidden in the proofs of dual sucient
conditions.

(v) When 𝑋 and 𝑌 are complete, and gph 𝐹𝑝 is closed for all 𝑝 ∈ 𝑃 , the gap between the nonlocal
necessary and sucient regularity conditions in parts (i) and (ii) of Theorem 3.1 is not big: they
share the same inequality (3.3); with all the other parameters coinciding, the necessity part (i)
guarantees this inequality to hold for all 𝑥 ∈ 𝐵𝛿 (𝑥), while the suciency part (ii) requires it to
hold for all 𝑥 in a larger set 𝐵𝛿+` (𝑥).
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We now illustrate Theorem 3.1 by applying it to the local (in 𝑝) setting in Denition 1.4(ii). The appli-
cation is straightforward. We provide a single illustration of this kind, although the other statements
in this and the next section are also applicable to this setting.
Corollary 3.3. Let 𝑃 be a metric space, (𝑝, 𝑥, 𝑦) ∈ gph 𝐹 and [ ∈]0, +∞].

(i) If 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 at (𝑝, 𝑥, 𝑦) with [, 𝛿 and `, then inequality (3.3) holds
with 𝛾 := 𝛼−1 for all 𝑝 ∈ 𝐵[ (𝑝), 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4).

(ii) Suppose 𝑋 and 𝑌 are complete, and gph 𝐹𝑝 is closed for all 𝑝 ∈ 𝐵[ (𝑝). If inequality (3.3) holds for
some 𝛾 > 0, and all 𝑝 ∈ 𝐵[ (𝑝), 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), then 𝐹 is 𝛼−subregular in
𝑥 uniformly in 𝑝 at (𝑝, 𝑥, 𝑦) with [, 𝛿 and `.

The next statement presents a localized version of Theorem 3.1.
Corollary 3.4. (i) Suppose 𝑋 and 𝑌 are normed spaces, and gph 𝐹𝑝 is convex for all 𝑝 ∈ 𝑃 . If 𝐹 is

𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `, then

lim sup
𝑢→𝑥, 𝑣→𝑦, (𝑢,𝑣) ∈gph 𝐹𝑝 , (𝑢,𝑣)≠(𝑥,𝑦)

𝑑 (𝑢,𝑥)<𝛿+`,𝑑 (𝑣,𝑦)<𝛼`

𝑑 (𝑦, 𝑦) − 𝑑 (𝑣, 𝑦)
𝑑𝛾 ((𝑢, 𝑣), (𝑥, 𝑦))

≥ 𝛼(3.7)

for 𝛾 := 𝛼−1, and all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4).

(ii) Suppose 𝑋 and 𝑌 are complete, and gph 𝐹𝑝 is closed for all 𝑝 ∈ 𝑃 . If inequality (3.7) holds for some
𝛾 > 0, and all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), then 𝐹 is 𝛼−subregular in 𝑥 uniformly
in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `.

Proof. In view of Remark 3.2(i) and Remark 3.5(i), assertion (i) follows from Lemma 2.3(ii) and Theo-
rem 3.1(i), while assertion (ii) is a consequence of Lemma 2.3(i) and Theorem 3.1(ii). �

Remark 3.5. (i) The expression in the left-hand side of inequality (3.7) is the 𝛾-slope [38, p. 61] at
(𝑥, 𝑦) of the restriction of the function𝜓𝑝 , given by (3.1), to gph 𝐹𝑝 ∩ [𝐵𝛿+` (𝑥) × 𝐵𝛼` (𝑦)].

(ii) The convexity assumption in part (i) of Corollary 3.4 (and the subsequent statements) can be
relaxed: it suces to require that gph 𝐹𝑝 ∩ [𝐵𝛿+` (𝑥) × 𝐵𝛼` (𝑦)] is convex for all 𝑝 ∈ 𝑃 .

(iii) In the particular case when 𝑃 is a neighborhood of a point 𝑝 in some metric space, part (ii)
of Corollary 3.4 is a quantitative version of [32, Proposition 3.5]. Ngai et al. [49, Theorem 3]
established a primal sucient condition for the property under the assumption that the mapping
𝐹 (·, 𝑥) is lower semicontinuous at 𝑝 .

4 dual necessary and sufficient conditions

In this section, we continue studying the mapping 𝐹 : 𝑃 × 𝑋 ⇒ 𝑌 where 𝑃 is a nonempty set, while
𝑋 and 𝑌 are assumed to be normed spaces. We also assume the parameters 𝑥 ∈ 𝑋 , 𝑦 ∈ 𝑌 , 𝛼 > 0,
𝛿 ∈]0, +∞] and ` ∈]0, +∞] to be xed, and the collection of functions𝜓𝑝 be dened by (3.1).

The primal and dual parametric product space norms, corresponding to the distance (3.2), have the
following form:

‖(𝑥, 𝑦)‖𝛾 = max{‖𝑥 ‖, 𝛾 ‖𝑦 ‖}, 𝑥 ∈ 𝑋, 𝑦 ∈ 𝑌,(4.1)
‖(𝑥∗, 𝑦∗)‖𝛾 = ‖𝑥∗‖ + 𝛾−1‖𝑦∗‖, 𝑥∗ ∈ 𝑋 ∗, 𝑦∗ ∈ 𝑌 ∗.(4.2)

We denote by 𝑑𝛾 the distance in 𝑋 ∗ × 𝑌 ∗ determined by (4.2).
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4.1 dual sufficient conditions

In this subsection, we assume additionally that 𝑋 and 𝑌 are Banach spaces, and gph 𝐹𝑝 is closed for all
𝑝 ∈ 𝑃 .

The next subdierential sucient condition for uniform 𝛼−subregularity is a consequence of Corol-
lary 3.4(ii) thanks to the subdierential sum rules in Lemma 2.5.
Proposition 4.1. Let 𝜕 := 𝜕𝐶 . If

𝑑𝛾
(
0, 𝜕𝜓𝑝 (𝑥, 𝑦)

)
≥ 𝛼(4.3)

for some 𝛾 > 0, and all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), then 𝐹 is 𝛼−subregular in 𝑥

uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `.
If 𝑋 and 𝑌 are Asplund, then the above assertion is valid with 𝜕 := 𝜕𝐹 .

Proof. Suppose 𝐹 is not 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `. Let 𝛾 > 0. By
Corollary 3.4(ii), there exist points 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), and an 𝛼 ′ ∈]0, 𝛼 [
such that

‖𝑦 − 𝑦 ‖ − ‖𝑣 − 𝑦 ‖ ≤ 𝛼 ′‖(𝑢, 𝑣) − (𝑥, 𝑦)‖𝛾

for all (𝑢, 𝑣) ∈ gph 𝐹𝑝 ∩ [𝐵𝛿+` (𝑥) × 𝐵𝛼` (𝑦)] near (𝑥, 𝑦). In other words, (𝑥, 𝑦) is a local minimizer of
the function

(𝑢, 𝑣) ↦→ 𝜓𝑝 (𝑢, 𝑣) + 𝛼 ′‖(𝑢, 𝑣) − (𝑥, 𝑦)‖𝛾 .(4.4)

By Lemma 2.1, its Fréchet and, as a consequence, Clarke subdierential at this point contains 0.
Observe that (4.4) is the sum of the function 𝜓𝑝 and the Lipschitz continuous convex function
(𝑢, 𝑣) ↦→ 𝛼 ′‖(𝑢, 𝑣) − (𝑥, 𝑦)‖𝛾 , and, by Lemma 2.2, at any point all subgradients (𝑥∗, 𝑦∗) of the lat-
ter function satisfy ‖(𝑥∗, 𝑦∗)‖𝛾 ≤ 𝛼 ′. By Lemma 2.5(ii), there exists a subgradient (𝑥∗, 𝑦∗) ∈ 𝜕𝐶𝜓𝑝 (𝑥, 𝑦)
such that ‖(𝑥∗, 𝑦∗)‖𝛾 ≤ 𝛼 ′ < 𝛼 , which contradicts (4.3).

Let 𝑋 and 𝑌 be Asplund. Choose an Y > 0 such that

Y < min
{
𝛿 + ` − ‖𝑥 − 𝑥 ‖, 𝛼` − ‖𝑦 − 𝑦 ‖, 𝛼 − 𝛼 ′, ‖𝑦 − 𝑦 ‖/2, 𝑑 (𝑥, 𝐹−1𝑝 (𝑦))/2

}
.

By Lemma 2.5(iii), there exist points 𝑥 ′ ∈ 𝐵Y (𝑥), 𝑦 ′ ∈ 𝐵Y (𝑦) with (𝑥 ′, 𝑦 ′) ∈ gph 𝐹𝑝 , and a subgradient
(𝑥∗, 𝑦∗) ∈ 𝜕𝐹𝜓𝑝 (𝑥 ′, 𝑦 ′) such that

‖(𝑥∗, 𝑦∗)‖𝛾 < 𝛼 ′ + Y < 𝛼.(4.5)

Besides, 𝑥 ′ ∈ 𝐵𝛿+` (𝑥) \ 𝐹−1𝑝 (𝑦), 𝑦 ≠ 𝑦 ′ ∈ 𝐵𝛼` (𝑦) as

‖𝑦 − 𝑦 ‖/2 < ‖𝑦 ′ − 𝑦 ‖, 𝑑 (𝑥, 𝐹−1𝑝 (𝑦))/2 < 𝑑 (𝑥 ′, 𝐹−1𝑝 (𝑦)),
‖𝑥 ′ − 𝑥 ‖ ≤ ‖𝑥 ′ − 𝑥 ‖ + ‖𝑥 − 𝑥 ‖ < 𝛿 + `, ‖𝑦 ′ − 𝑦 ‖ ≤ ‖𝑦 ′ − 𝑦 ‖ + ‖𝑦 − 𝑦 ‖ < 𝛼`.

It follows from (4.5) that 𝑑𝛾
(
0, 𝜕𝐹𝜓𝑝 (𝑥 ′, 𝑦 ′)

)
< 𝛼 , which contradicts (4.3). �

Remark 4.2. Condition (4.3) with the Fréchet subdierentials is obviously weaker (hence, more ecient)
than its version with the Clarke ones. However, it is only applicable in Asplund spaces.

The key condition (4.3) in Proposition 4.1 involves subdierentials of the function𝜓𝑝 . Subgradients of
this function belong to𝑋 ∗×𝑌 ∗ and have two component vectors 𝑥∗ and 𝑦∗. In view of the representation
(4.2) of the dual norm on 𝑋 ∗ × 𝑌 ∗, the contributions of the vectors 𝑥∗ and 𝑦∗ to the condition (4.3) are
dierent. The next corollary exposes this dierence.
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Corollary 4.3. If there exists an Y > 0 such that ‖𝑥∗‖ ≥ 𝛼 for all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying
(3.4), and all (𝑥∗, 𝑦∗) ∈ 𝜕𝐶𝜓𝑝 (𝑥, 𝑦) with ‖𝑦∗‖ < Y; particularly if

lim inf
𝐹−1
𝑝 (𝑦)∌𝑥→𝑥, 𝐹 (𝑝,𝑥) 3𝑦→𝑦, 𝑦∗→0
𝑝∈𝑃, 𝑦≠𝑦, (𝑥∗,𝑦∗) ∈𝜕𝐶𝜓𝑝 (𝑥,𝑦)

‖𝑥∗‖ > 𝛼,

then 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `.
If 𝑋 and 𝑌 are Asplund, then the above assertion is valid with 𝜕𝐹 in place of 𝜕𝐶 .

Proof. Suppose 𝐹 is not 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `. Let Y > 0 and
𝛾 := Y/𝛼 . By Proposition 4.1, there exist 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), and a subgradient
(𝑥∗, 𝑦∗) ∈ 𝜕𝐶𝜓𝑝 (𝑥, 𝑦) ((𝑥∗, 𝑦∗) ∈ 𝜕𝐹𝜓𝑝 (𝑥, 𝑦) if𝑋 and𝑌 are Asplund) such that ‖(𝑥∗, 𝑦∗)‖𝛾 < 𝛼 . In view
of the representation of the dual norm (4.2), this implies ‖𝑥∗‖ < 𝛼 and ‖𝑦∗‖ < 𝛼𝛾 = Y, a contradiction.

�

The function𝜓𝑝 involved in the subdierential sucient conditions for the uniform 𝛼−subregularity
in Proposition 4.1, is itself a sum of two functions. We are now going to apply the sum rules again to
obtain sucient conditions in terms of Clarke and Fréchet normals to gph 𝐹𝑝 .
Theorem 4.4. The mapping 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and ` if, for
some 𝛾 > 0, and all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), one of the following conditions is
satised:

(i) with 𝑁 := 𝑁𝐶 ,

𝑑𝛾 ((0,−𝑦∗), 𝑁gph 𝐹𝑝 (𝑥, 𝑦)) ≥ 𝛼(4.6)

for all 𝑦∗ ∈ 𝑌 ∗ satisfying

‖𝑦∗‖ = 1, 〈𝑦∗, 𝑦 − 𝑦〉 = ‖𝑦 − 𝑦 ‖;(4.7)

(ii) 𝑋 and 𝑌 are Asplund, and there exists a 𝜏 ∈]0, 1[ such that inequality (4.6) holds with 𝑁 := 𝑁 𝐹 for
all 𝑦∗ ∈ 𝑌 ∗ satisfying

‖𝑦∗‖ = 1, 〈𝑦∗, 𝑦 − 𝑦〉 > 𝜏 ‖𝑦 − 𝑦 ‖ .(4.8)

Proof. Suppose 𝐹 is not 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `. Let 𝛾 > 0. In
view of Proposition 4.1, there exist 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), and a subgradient
(𝑥∗, 𝑦∗) ∈ 𝜕𝜓𝑝 (𝑥, 𝑦) such that ‖(𝑥∗, 𝑦∗)‖𝛾 < 𝛼 , where either 𝜕 := 𝜕𝐶 (if 𝑋 and 𝑌 are general Banach
spaces) or 𝜕 := 𝜕𝐹 (if 𝑋 and 𝑌 are Asplund). Recall from (3.1) that 𝜓𝑝 is a sum of two functions: the
Lipschitz continuous convex function 𝑣 ↦→ 𝑔(𝑣) := ‖𝑣 − 𝑦 ‖ and the indicator function of the closed set
gph 𝐹𝑝 .

(i) By Lemma 2.5(ii), there exist 𝑦∗ ∈ 𝜕𝑔(𝑦) and (𝑢∗, 𝑣∗) ∈ 𝑁𝐶
gph 𝐹𝑝 (𝑥, 𝑦) such that (𝑥∗, 𝑦∗) =

(0, 𝑦∗) + (𝑢∗, 𝑣∗). Thus,

𝑑𝛾 ((0,−𝑦∗), 𝑁𝐶
gph 𝐹𝑝 (𝑥, 𝑦)) ≤ ‖(0, 𝑦∗) + (𝑢∗, 𝑣∗)‖𝛾 = ‖(𝑥∗, 𝑦∗)‖𝛾 < 𝛼,

which contradicts (4.6). Since 𝑦 ≠ 𝑦 , by Lemma 2.2, 𝑦∗ satises conditions (4.7).
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(ii) Let 𝑋 and 𝑌 be Asplund, and 𝜏 ∈]0, 1[. By Lemma 2.5(iii), for any Y > 0, there exist 𝑥1 ∈ 𝐵Y (𝑥),
𝑦1, 𝑦2 ∈ 𝐵Y (𝑦) with (𝑥1, 𝑦1) ∈ gph 𝐹𝑝 , and 𝑦∗ ∈ 𝜕𝑔(𝑦2), (𝑢∗, 𝑣∗) ∈ 𝑁 𝐹

gph 𝐹𝑝 (𝑥1, 𝑦1) such that

‖(0, 𝑦∗) + (𝑢∗, 𝑣∗) − (𝑥∗, 𝑦∗)‖𝛾 < Y.(4.9)

The number Y can be chosen small enough to ensure that 𝑥1 ∈ 𝐵𝛿+` (𝑥) \ 𝐹−1𝑝 (𝑦), 𝑦1 ∈ 𝐵𝛼` (𝑦),
𝑦2 ≠ 𝑦 , and

‖𝑦1 − 𝑦 ‖ ≥ 1
2 ‖𝑦 − 𝑦 ‖, ‖𝑦2 − 𝑦1‖ <

1 − 𝜏

4 ‖𝑦 − 𝑦 ‖, ‖(𝑥∗, 𝑦∗)‖𝛾 + Y < 𝛼.

By Lemma 2.2, we have ‖𝑦∗‖ = 1 and 〈𝑦∗, 𝑦2 − 𝑦〉 = ‖𝑦2 − 𝑦 ‖. Moreover,

‖𝑦2 − 𝑦1‖ <
1 − 𝜏

4 ‖𝑦 − 𝑦 ‖ ≤ 1 − 𝜏

2 ‖𝑦1 − 𝑦 ‖,

and consequently,

〈𝑦∗, 𝑦1 − 𝑦〉 ≥ 〈𝑦∗, 𝑦2 − 𝑦〉 − ‖𝑦2 − 𝑦1‖ = ‖𝑦2 − 𝑦 ‖ − ‖𝑦2 − 𝑦1‖
≥ ‖𝑦1 − 𝑦 ‖ − 2‖𝑦2 − 𝑦1‖ > 𝜏 ‖𝑦1 − 𝑦 ‖.

Making use of (4.9), we obtain

𝑑𝛾 ((0,−𝑦∗), 𝑁 𝐹
gph 𝐹𝑝 (𝑥1, 𝑦1)) ≤ ‖(0, 𝑦∗) + (𝑢∗, 𝑣∗)‖𝛾 < ‖(𝑥∗, 𝑦∗)‖𝛾 + Y < 𝛼.

This contradicts (4.6).

�

Remark 4.5. (i) Condition (4.6) with the Fréchet normal cones is obviously weaker (hence, more
ecient) than its version with the Clarke ones; cf. Remark 4.2. However, the Asplund space
sucient condition for uniform 𝛼−subregularity in part (ii) of Theorem 4.4 is not necessarily
weaker than its general Banach space version in part (i), as it replaces the equality in (4.7) with a
less restrictive inequality in (4.8), which involves an additional parameter 𝜏 . Of course, 𝜏 can be
chosen arbitrarily close to 1 making the dierence between the constraints (4.7) and (4.8) less
signicant. The weaker than (4.7) conditions (4.8) employed in part (ii) of Theorem 4.4 are due
to the approximate subdierential sum rule (Lemma 2.5(iii)) used in its proof.

(ii) The following alternative sucient condition has been established half way within the proof of
part (ii) of Theorem 4.4:

𝑋 and 𝑌 are Asplund, and, given any Y > 0, inequality (4.6) holds with 𝑁 := 𝑁 𝐹 for all 𝑣 ∈ 𝐵Y (𝑦)
and all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7) with 𝑣 in place of 𝑦 .

It employs the stronger equality conditions (4.7) instead of (4.8), but involves an unknown vector
𝑣 (arbitrarily close to 𝑦). Conditions of this type are used by some authors, but we prefer more
explicit ones in Theorem 4.4(ii) and the statements derived from it.

The qualitative sucient conditions for uniform regularity follow immediately.
Corollary 4.6. The mapping 𝐹 is subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) if one of the following
conditions is satised:

(i) sup
𝛾>0

lim inf
𝐹−1
𝑝 (𝑦)∌𝑥→𝑥, 𝐹 (𝑝,𝑥) 3𝑦→𝑦

𝑝∈𝑃, 𝑦≠𝑦, ‖𝑦∗ ‖=1, 〈𝑦∗,𝑦−𝑦 〉=‖𝑦−𝑦 ‖

𝑑𝛾 ((0,−𝑦∗), 𝑁𝐶
gph 𝐹𝑝 (𝑥, 𝑦)) > 0;
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(ii) 𝑋 and 𝑌 are Asplund, and
sup

𝛾>0,𝜏 ∈]0,1[
lim inf

𝐹−1
𝑝 (𝑦)∌𝑥→𝑥, 𝐹 (𝑝,𝑥) 3𝑦→𝑦

𝑝∈𝑃, 𝑦≠𝑦, ‖𝑦∗ ‖=1, 〈𝑦∗,𝑦−𝑦 〉>𝜏 ‖𝑦−𝑦 ‖

𝑑𝛾 ((0,−𝑦∗), 𝑁 𝐹
gph 𝐹𝑝 (𝑥, 𝑦)) > 0.

The next example illustrates the sucient conditions for subregularity in Corollary 4.6.
Example 4.7. Let 𝑃 = 𝑋 = 𝑌 := ℝ, 𝐹 (𝑝, 𝑥) := {(𝑝 − 𝑥)2} for all 𝑝 ∈ 𝑃 and 𝑥 ∈ 𝑋 , and let 𝑦 := 0. By
(1.3), 𝐹−1𝑝 (𝑦) = {𝑝}. Thus, 𝑑 (𝑥, 𝐹−1𝑝 (𝑦)) = |𝑥 − 𝑝 | and 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) = (𝑥 − 𝑝)2 for all 𝑝 ∈ 𝑃 and 𝑥 ∈ 𝑋 .
Hence, for any 𝛼 > 0 and 𝑝 ∈ 𝑃 , inequality (1.5) is violated when 𝑥 suciently close to 𝑥 := 0, i.e. the
mapping 𝐹 is not subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦). Observe that gph 𝐹𝑝 is closed for all
𝑝 ∈ 𝑃 , and, for any 𝑝 ∈ 𝑃 and (𝑥, 𝑦) ∈ gph 𝐹𝑝 ,

(2(𝑥 − 𝑝),−1) ∈ 𝑁𝐶
gph 𝐹𝑝 (𝑥, 𝑦) = 𝑁 𝐹

gph 𝐹𝑝 (𝑥, 𝑦) .

Let 𝑝 = 0, 𝑥 ≠ 0, 𝑦 = 𝑥2, and 𝑦∗ ∈ ℝ satisfy (4.7) or (4.8), hence, 𝑦∗ = 1, and, for any 𝛾 > 0,
𝑑𝛾 ((0,−𝑦∗), (2𝑥,−1)) = 2|𝑥 | → 0 as 𝑥 ↓ 0. Both inequalities in Corollary 4.6 are not satised.

Theorem 4.4 yields sucient conditions for uniform 𝛼−subregularity in terms of coderivatives.
Corollary 4.8. The mapping 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and ` if, for
some [ ∈]0, +∞], and all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), one of the following conditions
is satised:

(i) with 𝐷∗ := 𝐷∗
𝐶
, for all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7), it holds

𝑑 (0, 𝐷∗𝐹𝑝 (𝑥, 𝑦) (𝐵[ (𝑦∗))) ≥ 𝛼 ;(4.10)

(ii) 𝑋 and 𝑌 are Asplund, and there exists a 𝜏 ∈]0, 1[ such that inequality (4.10) holds with 𝐷∗ := 𝐷∗
𝐹

for all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.8).

Proof. Given an [ ∈]0, +∞], set 𝛾 := 𝛼−1[. In view of the representations (2.5) of the coderivative
and (4.2) of the dual norm, condition (4.6) means that ‖𝑢∗‖ + 𝛾−1‖𝑣∗ − 𝑦∗‖ ≥ 𝛼 for all 𝑣∗ ∈ 𝑌 ∗ and
𝑢∗ ∈ 𝐷∗𝐹𝑝 (𝑥, 𝑦) (𝑣∗). The last inequality is obviously satised if either ‖𝑢∗‖ ≥ 𝛼 or ‖𝑣∗ − 𝑦∗‖ ≥ [, or
equivalently, if ‖𝑢∗‖ ≥ 𝛼 when 𝑣∗ ∈ 𝐵[ (𝑦∗). �

The coderivative sucient condition (4.10) can be replaced by its ‘normalized’ (and a little stronger!)
version.
Corollary 4.9. The mapping 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and ` if, for
some [ ∈]0, 1[, and all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), one of the following conditions is
satised:

(i) with 𝐷∗ := 𝐷∗
𝐶
,

𝑑

(
0, 𝐷∗𝐹𝑝 (𝑥, 𝑦)

(
𝑣∗

‖𝑣∗‖

))
≥ 𝛼

1 − [
(4.11)

for all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7) and 𝑣∗ ∈ 𝐵[ (𝑦∗);

(ii) 𝑋 and 𝑌 are Asplund, and there exists a 𝜏 ∈]0, 1[ such that inequality (4.11) holds with 𝐷∗ := 𝐷∗
𝐹

for all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.8) and 𝑣∗ ∈ 𝐵[ (𝑦∗).

Proof. Let [ ∈]0, 1[, 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfy (3.4), and 𝑦∗ ∈ 𝑌 ∗ satisfy either (4.7) or
(4.8). We need to show that, if inequality (4.11) holds for all 𝑣∗ ∈ 𝐵[ (𝑦∗), then inequality (4.10) holds.
First note that, in view of (4.7) or (4.8), ‖𝑦∗‖ = 1. Let 𝑣∗ ∈ 𝐵[ (𝑦∗) and 𝑢∗ ∈ 𝐷∗𝐹𝑝 (𝑥, 𝑦) (𝑣∗). Then
‖𝑣∗‖ > 1−[ ∈]0, +∞]. Thus, condition (4.11) is well dened. Moreover,𝑢∗/‖𝑣∗‖ ∈ 𝐷∗𝐹𝑝 (𝑥, 𝑦) (𝑣∗/‖𝑣∗‖)
and, in view of (4.11), ‖𝑢∗‖ ≥ 𝛼 ‖𝑣∗‖/(1 − [) > 𝛼 , i.e. inequality (4.10) holds. �
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The next qualitative assertion is an immediate consequence of Corollary 4.8.
Corollary 4.10. The mapping 𝐹 is subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) if one of the following
conditions is satised:

(i) lim
𝛿↓0

inf
𝑥 ∈𝐵𝛿 (𝑥)\𝐹−1

𝑝 (𝑦), 𝑦≠𝑦∈𝐹 (𝑝,𝑥)∩𝐵𝛿 (𝑦)
𝑝∈𝑃, ‖𝑦∗ ‖=1, 〈𝑦∗,𝑦−𝑦 〉=‖𝑦−𝑦 ‖

𝑑 (0, 𝐷∗
𝐶𝐹𝑝 (𝑥, 𝑦) (𝐵𝛿 (𝑦∗))) > 0;

(ii) 𝑋 and 𝑌 are Asplund, and
lim

𝛿↓0, 𝜏↑1
inf

𝑥 ∈𝐵𝛿 (𝑥)\𝐹−1
𝑝 (𝑦), 𝑦≠𝑦∈𝐹 (𝑝,𝑥)∩𝐵𝛿 (𝑦)

𝑝∈𝑃, ‖𝑦∗ ‖=1, 〈𝑦∗,𝑦−𝑦 〉>𝜏 ‖𝑦−𝑦 ‖

𝑑 (0, 𝐷∗
𝐹 𝐹𝑝 (𝑥, 𝑦) (𝐵𝛿 (𝑦∗))) > 0.

Remark 4.11. (i) In the case when 𝑃 is a neighborhood of a given point 𝑝 in a metric space, Corol-
lary 4.10 (taking into account Remark 4.5(ii) in some instances) improves [40, Theorem 3.6], [47,
Theorem 3.4], [41, Theorem 3.2], [29, Theorem 3.5], [28, Theorem 3.1], [50, Corollary 2.2], [14, The-
orem 1] (in the linear setting), and [32, Theorem 4.1(e)].

(ii) Clarke normal cones in this section can be replaced by Ioe’s 𝐺-normal cones [33].

4.2 dual necessary conditions

In this subsection, 𝑋 and 𝑌 are normed spaces, 𝐹 : 𝑃 × 𝑋 ⇒ 𝑌 , 𝑥 ∈ 𝑋 , 𝑦 ∈ 𝑌 , 𝛼 > 0, 𝛿 ∈]0, +∞],
` ∈]0, +∞], and we assume that gph 𝐹𝑝 is convex for all 𝑝 ∈ 𝑃 .
The next statement provides a necessary condition for uniform 𝛼−subregularity in terms of subdif-

ferentials of the function𝜓𝑝 dened by (3.1).
Proposition 4.12. If 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `, then inequality
(4.3) is satised with 𝛾 := 𝛼−1 for all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4).

Proof. Under the assumptions made, the function𝜓𝑝 is convex for all 𝑝 ∈ 𝑃 . Let 𝛾 := 𝛼−1, and 𝑝 ∈ 𝑃 ,
𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfy (3.4). For any (𝑥∗, 𝑦∗) ∈ 𝜕𝜓𝑝 (𝑥, 𝑦), we have

‖(𝑥∗, 𝑦∗)‖𝛾 = sup
(𝑢,𝑣)≠(0,0)

〈(𝑥∗, 𝑦∗), (𝑢, 𝑣)〉
‖(𝑢, 𝑣)‖𝛾

= lim sup
𝑢→𝑥, 𝑣→𝑦

(𝑢,𝑣)≠(𝑥,𝑦)

− 〈(𝑥∗, 𝑦∗), (𝑢, 𝑣) − (𝑥, 𝑦)〉
‖(𝑢, 𝑣) − (𝑥, 𝑦)‖𝛾

≥ lim sup
𝑢→𝑥, 𝑣→𝑦

(𝑢,𝑣)≠(𝑥,𝑦)

𝜓𝑝 (𝑥, 𝑦) −𝜓𝑝 (𝑢, 𝑣)
‖(𝑢, 𝑣) − (𝑥, 𝑦)‖𝛾

= lim sup
𝑢→𝑥, 𝑣→𝑦

(𝑢,𝑣) ∈gph 𝐹𝑝 , (𝑢,𝑣)≠(𝑥,𝑦)

‖𝑦 − 𝑦 ‖ − ‖𝑣 − 𝑦 ‖
‖(𝑢, 𝑣) − (𝑥, 𝑦)‖𝛾

.

By Corollary 3.4(i), we have ‖(𝑥∗, 𝑦∗)‖𝛾 ≥ 𝛼. Taking the inmum in the left-hand side of the last
inequality over (𝑥∗, 𝑦∗) ∈ 𝜕𝜓𝑝 (𝑥, 𝑦), we obtain inequality (4.3). �

Combining the above statement with Proposition 4.1, we obtain a complete subdierential charac-
terization of the uniform subregularity in the convex setting.
Corollary 4.13. Let 𝑋 and 𝑌 be Banach, and gph 𝐹𝑝 be closed for all 𝑝 ∈ 𝑃 . The mapping 𝐹 is subregular
in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) if and only if

sup
𝛾>0

lim inf
𝑥→𝑥, 𝑦→𝑦

𝑝∈𝑃, 𝑥∉𝐹−1
𝑝 (𝑦), 𝑦≠𝑦∈𝐹 (𝑝,𝑥)

𝑑𝛾
(
0, 𝜕𝜓𝑝 (𝑥, 𝑦)

)
> 0.
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The next corollary follows from Proposition 4.12 in view of the representation (4.2) of the dual norm.
Corollary 4.14. If 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `, then ‖𝑥∗‖ ≥
𝛼 (1 − ‖𝑦∗‖) for all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), and all (𝑥∗, 𝑦∗) ∈ 𝜕𝜓𝑝 (𝑥, 𝑦). As a
consequence,

lim inf
𝐹−1
𝑝 (𝑦)∌𝑥→𝑥, 𝐹 (𝑝,𝑥) 3𝑦→𝑦, 𝑦∗→0
𝑝∈𝑃, 𝑦≠𝑦, (𝑥∗,𝑦∗) ∈𝜕𝜓𝑝 (𝑥,𝑦)

‖𝑥∗‖ ≥ 𝛼.

The next statement gives a partial converse to Theorem 4.4.
Theorem 4.15. If 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `, then for all 𝑝 ∈ 𝑃 ,
𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4), and all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7), inequality (4.6) is satised with
𝛾 := 𝛼−1.

Proof. Observe that 𝜓𝑝 is the sum of the convex continuous function 𝑣 ↦→ 𝑔(𝑣) := ‖𝑣 − 𝑦 ‖ and the
indicator function of the convex set gph 𝐹𝑝 . By Lemma 2.5(i), 𝜕𝜓𝑝 (𝑥, 𝑦) = {0} × 𝜕𝑔(𝑦) + 𝑁gph 𝐹𝑝 (𝑥, 𝑦).
The assertion follows from Proposition 4.12 in view of Lemma 2.2(ii). �

Combining Theorems 4.4 and 4.15, we can formulate a necessary and sucient characterization of
the uniform subregularity in the convex setting.
Corollary 4.16. Let 𝑋 and 𝑌 be Banach, and gph 𝐹𝑝 be closed for all 𝑝 ∈ 𝑃 . The mapping 𝐹 is subregular
in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) if and only if

sup
𝛾>0

lim inf
𝐹−1
𝑝 (𝑦)∌𝑥→𝑥, 𝐹 (𝑝,𝑥) 3𝑦→𝑦

𝑝∈𝑃, 𝑦≠𝑦, ‖𝑦∗ ‖=1, 〈𝑦∗,𝑦−𝑦 〉=‖𝑦−𝑦 ‖

𝑑𝛾 ((0,−𝑦∗), 𝑁gph 𝐹𝑝 (𝑥, 𝑦)) > 0.(4.12)

The next example illustrates the necessary condition in Theorem 4.15.
Example 4.17. Let 𝑃 = 𝑋 = 𝑌 := ℝ, 𝐹 (𝑝, 𝑥) := {𝑝 − 𝑥} for all 𝑝 ∈ 𝑃 and 𝑥 ∈ 𝑋 ,and let 𝑥 = 𝑦 := 0.
By (1.3), 𝐹−1𝑝 (𝑦) = {𝑝}. Thus, 𝑑 (𝑥, 𝐹−1𝑝 (𝑦)) = 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) = |𝑥 − 𝑝 | for all 𝑝 ∈ 𝑃 and 𝑥 ∈ 𝑋 . Hence,
inequality (1.5) is satised for all 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝑋 , and 𝛼 ∈]0, 1], i.e. the mapping 𝐹 is 𝛼−subregular in 𝑥

uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) for any 𝛼 ∈]0, 1]. We have gph 𝐹𝑝 = {(𝑥, 𝑦) | 𝑦 = 𝑝 − 𝑥} is closed and
convex for all 𝑝 ∈ 𝑃 , and 𝑁gph 𝐹𝑝 (𝑥, 𝑦) = {(𝑡, 𝑡) | 𝑡 ∈ ℝ} for any (𝑥, 𝑦) ∈ gph 𝐹𝑝 . Let 𝑦∗ ∈ ℝ satisfy
(4.7). Then 𝑦∗ = 1 if 𝑦 > 0, and 𝑦∗ = −1 if 𝑦 < 0. It is easy to check that, given a 𝛾 > 0, in both cases the
distance 𝑑𝛾 ((0,−𝑦∗), 𝑁gph 𝐹𝑝 (𝑥, 𝑦)) equals 1 if 𝛾 ≤ 1, or 𝛾−1 if 𝛾 > 1. Hence, condition (4.12) is satised,
conrming the uniform subregularity of 𝐹 .

The next statement is a consequence of Theorem 4.15. It is in a sense a partial converse to Corollary 4.8.
Corollary 4.18. If 𝐹 is 𝛼−subregular in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) with 𝛿 and `, then
𝑑 (0, 𝐷∗𝐹𝑝 (𝑥, 𝑦) (𝐵[ (𝑦∗))) ≥ 𝛼 (1 − [) for all [ ∈]0, 1[, 𝑝 ∈ 𝑃 , 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfying (3.4),
and all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7).

Proof. In view of the representations (2.5) of the coderivative and (4.2) of the dual norm, condition
(4.6) with 𝛾 := 𝛼−1 means that ‖𝑢∗‖ + 𝛼 ‖𝑣∗ − 𝑦∗‖ ≥ 𝛼 for all 𝑣∗ ∈ 𝑌 ∗ and 𝑢∗ ∈ 𝐷∗𝐹𝑝 (𝑥, 𝑦) (𝑣∗). Hence,
it yields ‖𝑢∗‖ > 𝛼 (1 − [) if ‖𝑣∗ − 𝑦∗‖ < [. �

Combining the above statement with Corollary 4.8, we obtain a complete coderivative characteriza-
tion of the uniform 𝛼−subregularity in the convex setting. It improves [14, Theorem 3] (in the linear
case).
Corollary 4.19. Let𝑋 and 𝑌 be Banach, and gph 𝐹𝑝 be closed for all 𝑝 ∈ 𝑃 . The mapping 𝐹 is 𝛼−subregular
in 𝑥 uniformly in 𝑝 over 𝑃 at (𝑥, 𝑦) if and only if

lim
𝛿↓0

inf
𝑥 ∈𝐵𝛿 (𝑥)\𝐹−1

𝑝 (𝑦), 𝑦≠𝑦∈𝐹 (𝑝,𝑥)∩𝐵𝛿 (𝑦)
𝑝∈𝑃, ‖𝑦∗ ‖=1, 〈𝑦∗,𝑦−𝑦 〉=‖𝑦−𝑦 ‖

𝑑 (0, 𝐷∗𝐹𝑝 (𝑥, 𝑦) (𝐵𝛿 (𝑦∗))) ≥ 𝛼.
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5 metric subregularity, metric regularity and implicit multifunctions

In this section, we illustrate the necessary and sucient conditions for the uniform subregularity
established in the preceding sections by characterizing several conventional properties of set-valued
mappings.

5.1 metric subregularity

As observed in the Introduction, the conventional regularity properties in Denition 1.1 are particular
cases of the uniform regularity properties in Denition 1.2 corresponding to 𝑃 being a singleton, which
practically means that the set-valued mapping 𝐹 does not involve a parameter.
The next three statements, which are immediate consequences of the corresponding ‘parametric’

ones in Sections 3 and 4, illustrate this observation for the case of subregularity. Here 𝑋 and 𝑌 are
normed spaces, 𝐹 : 𝑋 ⇒ 𝑌 , (𝑥, 𝑦) ∈ gph 𝐹 , 𝛼 > 0, 𝛿 ∈]0, +∞] and ` ∈]0, +∞].
Proposition 5.1. (i) Suppose gph 𝐹 is convex. If 𝐹 is 𝛼−subregular at (𝑥, 𝑦) with 𝛿 and `, then

lim sup
𝑢→𝑥, 𝑣→𝑦, (𝑢,𝑣) ∈gph 𝐹, (𝑢,𝑣)≠(𝑥,𝑦)

𝑑 (𝑢,𝑥)<𝛿+`,𝑑 (𝑣,𝑦)<𝛼`

‖𝑦 − 𝑦 ‖ − ‖𝑣 − 𝑦 ‖
‖(𝑢 − 𝑥, 𝑣 − 𝑦)‖𝛾

≥ 𝛼(5.1)

for 𝛾 := 𝛼−1, and all 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfying

𝑥 ∉ 𝐹−1(𝑦), 𝑦 ∈ 𝐹 (𝑥)∩𝐵𝛼` (𝑦) .(5.2)

(ii) Suppose 𝑋 and 𝑌 are Banach, and gph 𝐹 is closed. If inequality (5.1) holds for some 𝛾 > 0, and all
𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (5.2), then 𝐹 is 𝛼−subregular at (𝑥, 𝑦) with 𝛿 and `.

Proof. The statement is a consequence of Corollary 3.4. �

Proposition 5.2. (i) Suppose gph 𝐹 is convex. If 𝐹 is 𝛼−subregular at (𝑥, 𝑦) with 𝛿 and `, then

𝑑𝛾 ((0,−𝑦∗), 𝑁gph 𝐹 (𝑥, 𝑦)) ≥ 𝛼(5.3)

for 𝛾 := 𝛼−1, all 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfying (5.2), and all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7).

(ii) Suppose 𝑋 and 𝑌 are Banach, and gph 𝐹 is closed. The mapping 𝐹 is 𝛼−subregular at (𝑥, 𝑦) with
𝛿 and ` if, for some 𝛾 > 0, and all 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (5.2), one of the following
conditions is satised:

(a) inequality (5.3) holds with 𝑁 := 𝑁𝐶 for all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7);
(b) 𝑋 and𝑌 are Asplund, and there exists a 𝜏 ∈]0, 1[ such that inequality (5.3) holds with𝑁 := 𝑁 𝐹

for all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.8).

Proof. The statement is a consequence of Theorems 4.4 and 4.15. �

Proposition 5.3. (i) Suppose gph 𝐹 is convex. If 𝐹 is 𝛼−subregular at (𝑥, 𝑦) with 𝛿 and `, then
𝑑 (0, 𝐷∗𝐹 (𝑥, 𝑦) (𝐵[ (𝑦∗))) ≥ 𝛼 (1 − [) for any [ ∈]0, 1[, all 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑦 ∈ 𝑌 satisfying
(5.2), and all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7).

(ii) Suppose 𝑋 and 𝑌 are Banach, and gph 𝐹 is closed. The mapping 𝐹 is 𝛼−subregular at (𝑥, 𝑦) with 𝛿
and ` if, for some [ ∈]0, +∞], and all 𝑥 ∈ 𝐵𝛿+` (𝑥) and 𝑦 ∈ 𝑌 satisfying (5.2), one of the following
conditions is satised:
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(a) with 𝐷∗ := 𝐷∗
𝐶
, for all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7), it holds

𝑑 (0, 𝐷∗𝐹 (𝑥, 𝑦) (𝐵[ (𝑦∗))) ≥ 𝛼 ;(5.4)

(b) 𝑋 and𝑌 are Asplund, and there exists a 𝜏 ∈]0, 1[ such that inequality (5.4) holds with𝐷∗ := 𝐷∗
𝐹

for all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.8).

Proof. The statement is a consequence of Corollaries 4.8 and 4.18. �

Remark 5.4. (i) In Proposition 5.1(ii), it is sucient to assume that 𝑋 and 𝑌 are complete metric
spaces (with distances in place of norms in condition (5.1)), or even that gph 𝐹 is complete; cf.
Remark 3.2(iii). In this setting, the sucient condition in Proposition 5.1(ii) can be viewed as a
quantitative version of [38, Corollary 5.8(d)] and [32, Theorem 2.4(a)].

(ii) Proposition 5.3 improves [42, Theorem 5.3]. In the linear setting, part (ii) of this proposition
improves [42, Theorem 3.3], [49, Theorem 6], [14, Theorem 8], [32, Theorem 2.6], and the
corresponding parts of [38, Corollary 5.8]. Proposition 5.3(ii) with condition (a) recaptures [63,
Theorem 3.2].

5.2 metric regularity

The conventional metric regularity is a particular case of the uniform regularity property in Deni-
tion 1.2(i) corresponding to 𝑃 being a singleton. At the same time, as it follows from the observation in
Remark 1.3, in the normed space setting it can be treated as a particular case of the uniform subregularity
property in Denition 1.2(ii) for the set-valued mapping 𝐹 (𝑦, 𝑥) := 𝐹 (𝑥) − 𝑦 , (𝑦, 𝑥) ∈ 𝑌 × 𝑋 with 𝑦

considered as a parameter. Obviously (𝑥, 𝑦) ∈ gph 𝐹 if and only if (𝑦, 𝑥, 0) ∈ gph 𝐹 .
The next three statements, which are immediate consequences of the corresponding ‘parametric’

ones in Sections 3 and 4, illustrate the above observation. Here 𝑋 and 𝑌 are normed spaces, 𝐹 : 𝑋 ⇒ 𝑌 ,
(𝑥, 𝑦) ∈ gph 𝐹 , 𝛼 > 0, 𝛿 ∈]0, +∞] and ` ∈]0, +∞].
Proposition 5.5. (i) Suppose gph 𝐹 is convex. If 𝐹 is 𝛼−regular at (𝑥, 𝑦) with 𝛿 and `, then

lim sup
𝑢→𝑥, 𝑣→𝑧, (𝑢,𝑣) ∈gph 𝐹, (𝑢,𝑣)≠(𝑥,𝑧)

𝑑 (𝑢,𝑥)<𝛿+`,𝑑 (𝑣,𝑦)<𝛼`

‖𝑧 − 𝑦 ‖ − ‖𝑣 − 𝑦 ‖
‖(𝑢 − 𝑥, 𝑣 − 𝑧)‖𝛾

≥ 𝛼(5.5)

for 𝛾 := 𝛼−1, and all 𝑥 ∈ 𝐵𝛿 (𝑥), 𝑦 ∈ 𝐵𝛿 (𝑦) and 𝑧 ∈ 𝑌 satisfying

𝑥 ∉ 𝐹−1(𝑦), 𝑧 ∈ 𝐹 (𝑥)∩𝐵𝛼` (𝑦) .(5.6)

(ii) Suppose 𝑋 and 𝑌 are Banach spaces, and gph 𝐹 is closed. The mapping 𝐹 is 𝛼−regular at (𝑥, 𝑦)
with 𝛿 and ` if inequality (5.5) holds with some 𝛾 > 0 for all 𝑥 ∈ 𝐵𝛿+` (𝑥), 𝑦 ∈ 𝐵𝛿 (𝑦) and 𝑧 ∈ 𝑌

satisfying (5.6).

Proof. The statement is a consequence of Corollary 3.4. �

Proposition 5.6. (i) Suppose gph 𝐹 is convex. If 𝐹 is 𝛼−regular at (𝑥, 𝑦) with 𝛿 and `, then

𝑑𝛾 ((0,−𝑦∗), 𝑁gph 𝐹 (𝑥, 𝑧)) ≥ 𝛼(5.7)

for 𝛾 := 𝛼−1, and all 𝑥 ∈ 𝐵𝛿 (𝑥), 𝑦 ∈ 𝐵𝛿 (𝑦) and 𝑧 ∈ 𝑌 satisfying (5.6), and 𝑦∗ ∈ 𝑌 ∗ satisfying

‖𝑦∗‖ = 1, 〈𝑦∗, 𝑧 − 𝑦〉 = ‖𝑧 − 𝑦 ‖ .(5.8)
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(ii) Suppose 𝑋 and 𝑌 are Banach, and gph 𝐹 is closed. The mapping 𝐹 is 𝛼−regular at (𝑥, 𝑦) with 𝛿 and
` if, for some 𝛾 > 0, and all 𝑥 ∈ 𝐵𝛿+` (𝑥), 𝑦 ∈ 𝐵𝛿 (𝑦) and 𝑧 ∈ 𝑌 satisfying (5.6), one of the following
conditions holds:

(a) inequality (5.7) holds with 𝑁 := 𝑁𝐶 for all 𝑦∗ ∈ 𝑌 ∗ satisfying (5.8);
(b) 𝑋 and𝑌 are Asplund, and there exists a 𝜏 ∈]0, 1[ such that inequality (5.7) holds with𝑁 := 𝑁 𝐹

for all 𝑦∗ ∈ 𝑌 ∗ satisfying

‖𝑦∗‖ = 1, 〈𝑦∗, 𝑧 − 𝑦〉 > 𝜏 ‖𝑧 − 𝑦 ‖ .(5.9)

Proof. The statement is a consequence of Theorems 4.4 and 4.15. �

Proposition 5.7. (i) Suppose gph 𝐹 is convex. If 𝐹 is 𝛼−regular at (𝑥, 𝑦) with 𝛿 and `, then
𝑑 (0, 𝐷∗𝐹 (𝑥, 𝑧) (𝐵[ (𝑦∗))) ≥ 𝛼 (1 − [) for all [ ∈]0, 1[, 𝑥 ∈ 𝐵𝛿 (𝑥), 𝑦 ∈ 𝐵𝛿 (𝑦) and 𝑧 ∈ 𝑌 satis-
fying (5.6), and all 𝑦∗ ∈ 𝑌 ∗ satisfying (5.8).

(ii) Suppose 𝑋 and 𝑌 are Banach, and gph 𝐹 is closed. The mapping 𝐹 is 𝛼−regular at (𝑥, 𝑦) with 𝛿

and ` if, for some [ ∈]0, +∞] and all 𝑥 ∈ 𝐵𝛿+`𝑥), 𝑦 ∈ 𝐵𝛿 (𝑦) and 𝑧 ∈ 𝑌 satisfying (5.6), one of the
following conditions holds:

(a) with 𝐷∗ := 𝐷∗
𝐶
, for all 𝑦∗ ∈ 𝑌 ∗ satisfying (5.8), it holds

𝑑 (0, 𝐷∗𝐹 (𝑥, 𝑧) (𝐵[ (𝑦∗))) ≥ 𝛼 ;(5.10)

(b) 𝑋 and 𝑌 are Asplund, and there exists a 𝜏 ∈]0, 1[ such that inequality (5.10) holds with
𝐷∗ := 𝐷∗

𝐹
for all 𝑦∗ ∈ 𝑌 ∗ satisfying (5.9).

Proof. The statement is a consequence of Corollaries 4.8 and 4.18. �

Remark 5.8. (i) In the normed space setting, the sucient condition in Proposition 5.5(ii) can be
viewed as a quantitative version of [30, Theorem 1] and [32, Theorem 2.4(a)].

(ii) Proposition 5.7(ii) enhances [13, Theorem 3.7]. Proposition 5.7(ii) with condition (a) improves [28,
Corollary 3.1] and [13, Theorem 3.5] (in the linear case), while with condition (b) it improves (in
the linear case) [13, Theorem 3.1] and [14, Theorem 7].

5.3 implicit multifunctions

Now we get back to the implicit multifunction (1.3) and consider its particular case corresponding to
the parametric inclusion 𝑦 ∈ 𝐹 (𝑝, 𝑥) (with xed left-hand side), i.e.

𝐺 (𝑝) := {𝑥 ∈ 𝑋 | 𝑦 ∈ 𝐹 (𝑝, 𝑥)}, 𝑝 ∈ 𝑃,(5.11)

where 𝐹 : 𝑃×𝑋 ⇒ 𝑌 , and 𝑃 ,𝑋 and𝑌 are metric spaces. Stability properties of implicit multifunctions, i.e.
solution sets of parametric inclusions, are of great importance for many applications and have been the
subject of numerous publications; cf., e.g., [6–8,11,13–15,22,25,28,29,32,33,35,40,41,47,49,50,52,54,58,60].
Here, for illustration, we focus on the most well known perturbation stability property of set-valued
mappings called Aubin property; cf. [22, 45].
Definition 5.9. A mapping 𝐺 : 𝑃 ⇒ 𝑋 between metric spaces has the Aubin property at (𝑝, 𝑥) ∈ gph𝐺
with rate 𝑙 > 0 if there exist [ ∈]0, +∞], 𝛿 ∈]0, +∞] and ` ∈]0, +∞] such that

𝑑 (𝑥,𝐺 (𝑝)) ≤ 𝑙 𝑑 (𝑝, 𝑝 ′)

for all 𝑝, 𝑝 ′ ∈ 𝐵[ (𝑝) with 𝑑 (𝑝, 𝑝 ′) < `, and 𝑥 ∈ 𝐺 (𝑝 ′) ∩ 𝐵𝛿 (𝑥).
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Similar to Denitions 1.1, 1.2 and 1.4, the inequality 𝑑 (𝑝, 𝑝 ′) < ` is not essential in the above denition
and can be dropped together with the constant `. We keep them for consistency with the denitions
and characterizations in the preceding sections. We also establish connections between the constant `
and the corresponding constants in the other denitions.
Given a point (𝑝, 𝑥, 𝑦) ∈ gph 𝐹 and a number 𝛼 > 0, the uniform 𝛼−subregularity property of 𝐹 at

(𝑝, 𝑥, 𝑦) in Denition 1.4(ii) means that there exist [ ∈]0, +∞], 𝛿 ∈]0, +∞] and ` ∈]0, +∞] such that

𝛼𝑑 (𝑥,𝐺 (𝑝)) ≤ 𝑑 (𝑦, 𝐹 (𝑝, 𝑥))(5.12)

for all 𝑝 ∈ 𝐵[ (𝑝) and 𝑥 ∈ 𝐵𝛿 (𝑥) with 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼`. Several primal and dual sucient and
necessary conditions for this property have been formulated in the preceding sections.

Inequality (5.12) provides an estimate for the distance from 𝑥 to the value of the implicit multifunction
(5.11) at 𝑝 in terms of the residual of the parametric inclusion. However, this estimate does not say
much about the behaviour of the implicit multifunction. An additional assumption on the mapping
𝐹 is needed, which would allow one to get rid of 𝐹 in the right-hand side of the inequality (5.12).
This additional assumption is given in the next denition, which is a modication of the second part
of [32, Denition 3.1], where we borrow the terminology from. A similar property was considered
in [35], where the authors used the name Lipschitz lower semicontinuity.
Definition 5.10. Let 𝑙 > 0. The mapping 𝐹 is said to 𝑙−recede in 𝑝 uniformly in 𝑥 at (𝑝, 𝑥, 𝑦) if there
exist [ ∈]0, +∞], 𝛿 ∈]0, +∞] and ` ∈]0, +∞] such that

𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) ≤ 𝑙𝑑 (𝑝, 𝑝 ′)(5.13)

for all 𝑥 ∈ 𝐵𝛿 (𝑥) and 𝑝, 𝑝 ′ ∈ 𝐵[ (𝑝) with 𝑑 (𝑝, 𝑝 ′) < ` and 𝑦 ∈ 𝐹 (𝑝 ′, 𝑥).
In what followswe assume that (𝑝, 𝑥, 𝑦) ∈ gph 𝐹 ,𝛼 > 0, 𝑙 > 0,[ ∈]0, +∞],𝛿 ∈]0, +∞] and ` ∈]0, +∞].

The next statement is a modication of [32, Theorem 3.2].
Proposition 5.11. Suppose that 𝐹

• is 𝛼−subregular in 𝑥 uniformly in 𝑝 at (𝑝, 𝑥, 𝑦) with [, 𝛿 and `;

• 𝑙−recedes in 𝑝 uniformly in 𝑥 at (𝑝, 𝑥, 𝑦) with [, 𝛿 and ` ′ := 𝛼`/𝑙 .

Then the mapping 𝐺 given by (5.11) has the Aubin property at (𝑝, 𝑥) with rate 𝑙/𝛼 , and [, 𝛿 and ` ′.

Proof. Let 𝑝, 𝑝 ′ ∈ 𝐵[ (𝑝) with 𝑑 (𝑝, 𝑝 ′) < ` ′, and 𝑥 ∈ 𝐺 (𝑝 ′) ∩ 𝐵𝛿 (𝑥). By (5.11) and (5.13), 𝑦 ∈ 𝐹 (𝑝 ′, 𝑥)
and 𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) < 𝛼`. Using successively (5.12) and (5.13), we obtain

𝑑 (𝑥,𝐺 (𝑝)) ≤ 1
𝛼
𝑑 (𝑦, 𝐹 (𝑝, 𝑥)) ≤ 𝑙

𝛼
𝑑 (𝑝, 𝑝 ′).

The proof is completed. �

Combining Proposition 5.11 with the sucient conditions for the uniform subregularity formulated
in the preceding sections, we can immediately obtain various sucient conditions for the Aubin
property of the implicit multifunction (5.11). The next proposition collects three sucient conditions
arising from Corollary 3.4(ii), Theorem 4.4 and Corollary 4.8, respectively.
Proposition 5.12. Let 𝑃 be a metric space,𝑋 and𝑌 be complete metric spaces, 𝐹 : 𝑃×𝑋 ⇒ 𝑌 and𝐺 : 𝑃 ⇒ 𝑋

be given by (5.11). Suppose that gph 𝐹𝑝 is closed for all 𝑝 ∈ 𝐵[ (𝑝). The mapping𝐺 has the Aubin property
at (𝑝, 𝑥) with rate 𝑙 > 0, and [, 𝛿 and ` if, for some 𝑙 ′ > 0, the mapping 𝐹 𝑙 ′−recedes in 𝑝 uniformly in 𝑥
at (𝑝, 𝑥, 𝑦) with [, 𝛿 and `, and one of the following conditions holds true:
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(i) there exists a 𝛾 > 0 such that

lim sup
𝑢→𝑥, 𝑣→𝑦, (𝑢,𝑣) ∈gph 𝐹𝑝 , (𝑢,𝑣)≠(𝑥,𝑦)

𝑑 (𝑢,𝑥)<𝛿+𝑙`,𝑑 (𝑣,𝑦)<𝑙 ′`

𝑑 (𝑦, 𝑦) − 𝑑 (𝑣, 𝑦)
𝑑𝛾 ((𝑢, 𝑣), (𝑥, 𝑦))

≥ 𝑙 ′

𝑙

for all 𝑝 , 𝑥 and 𝑦 satisfying

𝑝 ∈ 𝐵[ (𝑝), 𝑥 ∈ 𝐵𝛿+` (𝑥) \ 𝐹−1𝑝 (𝑦), 𝑦 ∈ 𝐹 (𝑝, 𝑥)∩𝐵𝑙 ′` (𝑦);(5.14)

(ii) 𝑋 and 𝑌 are Banach, and there exists a 𝛾 > 0 such that, with 𝑁 := 𝑁𝐶 ,

𝑑𝛾 ((0,−𝑦∗), 𝑁gph 𝐹𝑝 (𝑥, 𝑦)) ≥
𝑙 ′

𝑙
(5.15)

for all 𝑝 , 𝑥 and 𝑦 satisfying (5.14), and all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7);

(iii) 𝑋 and 𝑌 are Asplund, and there exist a 𝛾 > 0 and a 𝜏 ∈]0, 1[ such that condition (5.15) is satised
with 𝑁 := 𝑁 𝐹 for all 𝑝 , 𝑥 and 𝑦 satisfying (5.14), and all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.8);

(iv) 𝑋 and 𝑌 are Banach, and

𝑑 (0, 𝐷∗𝐹𝑝 (𝑥, 𝑦) (𝐵[ (𝑦∗))) ≥
𝑙 ′

𝑙
(5.16)

with 𝐷∗ := 𝐷∗
𝐶
for all 𝑝 , 𝑥 and 𝑦 satisfying (5.14), and all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.7);

(v) 𝑋 and𝑌 are Asplund, and there exists a 𝜏 ∈]0, 1[ such that condition (5.16) is satised with𝐷∗ := 𝐷∗
𝐹

for all 𝑝 , 𝑥 and 𝑦 satisfying (5.14), and all 𝑦∗ ∈ 𝑌 ∗ satisfying (4.8).

Remark 5.13. Conditions (i) in Proposition 5.12 can be seen as a quantitative version of [32, Theorem 3.9],
while conditions (iv) and (v) improve [32, Theorem 4.1] and [33, Theorem 7.26]. Conditions (ii) and (iii)
are new. Note that these two conditions are weaker than conditions (iv) and (v), respectively.
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